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1 Harris ergodic theorem

1.1 Inrtoduction

We introduce the Harris ergodic theorem for Markov chain, which is a standard probabilistic ap-
proach to study the ergodicity of Markov chains and Markov chains. The geometric ergodicity
depicts to how fast the distribution law of a Markov chain converges to its invariant distribution.
The theorem states that it only requires the minorization condition and the Lyapunov function to
prove the geometric ergodicity.

Harris ergodic theorem was firstly proposed by Harris [1], then developed by Meyn and Tweedie
[2] in their monograph Markov Chains and Stochastic Stability. Mattingly [3] employed the theorem
to prove the geometric ergodicity of the second-order Langevin dynamics, which later becomes the
standard approach to study the geometric ergodicity and the long time behavior of SDEs. So far,
there are three major approaches to study the geometric ergodicty of SDEs:

1. Hypocoercivity. The convergence rate of the dynamics is reflected on the spectral gap of the
generator. Readers may refer to Villani’s book [4] or the review paper [5]. We also mention
Lu’s recent work [6], which compares the explicit convergence rates of the overdamped and
underdamped Langevin dynamics.

2. Harris ergodic theorem. The minorization condition and the Lyapunov function imply
geometric ergodicity. Except for the original work [3], Mattingly also considers the interacting
particle system with singular potentials [7H9]. The Harris ergodic theorem can also be used
to study the geometric ergodicity of the stochastic gradient Langevin dynamics (SGLD) [10].

3. Reflection coupling. A novel and purely probabilistic approach to study the geometric
ergodicity. By designing a reflection coupling scheme between two duplicates, one is able to
derive the exponential convergence of the distribution laws. The reflection coupling is firstly
applied by Eberle [11] to study the overdamped Langevin dynamics. Eberle then applied the
reflection coupling to study the interacting particle system [12], the underdamped Langevin
dynamics [13], the Hamiltonian Monte Carlo [14[15], the Andersen dynamics [16] and the
mean-field dynamics [17}18]. Compared to the Harris ergodic theorem, the reflection coupling
is able to obtain the explicit convergence rate independent on the number of particles, which
makes it possible to study the mean-field limits. We also mention that the reflection coupling



can be used to study the ergodicity of the random batch method (RBM) [19] proposed by
Jin.

In this section we will state and prove the Harris ergodic theorem, showing that the minorization
condition and the Lyapunov function produce the geometric ergodicity. It is woth pointing that
the minorization condition is usually easy to verify for diffusion processes, thus for a specific SDE,
the only need is to find an appropriate Lyapunov function which satisfies the Lyapunov condition.
In the subsequent sections, we shall see that the Harris ergdoic theorem can be applied in both the
overdamped and underdamped Langevin dynamics, and can deal with singular potential functions.

1.2 Notations

Let {X,,} >0 denote the underlying Markov chain on the state space X, and P(z, ) is the transition
probability. Let P(X) denote the set of all probability distributions on X, then for each z € X,
P(xz,-) € P(X). Let the greek letters u, v denote the probability distributions on X, and 7 denote
the invariant distribution specially. When X is a continuous state space, for example, R?, the test
function space is Cy(X') C L™°(X), consisting of all continuous and bounded functions in X. Since
P(z,-) is the transition probablity in one step, define P¥(z,-) to be the transition probability in k
steps. That is, when the initial value X = x, one has X, ~ P¥(z,-). Formally, P°(z, ) = §(x) is
the Dirac distribution centered at x.
For p € P(X) and f € L*™(X), define

u(f) == /X f(@)u(dz). (1.1)

The transition probability P(x,-) induces a Markov operator P : L>°(X) — L>(X):

(PH@) = [ f)P@.dn). v 7). (12)
If f >0, there is also Pf > 0. According to the notation of (L.I)), we can also write P(z, f) :=
(Pf)(x). Note that P(z,-) also induces a Markov operator P : P(X) — P(X):

WP = [ Pl (o). Ve PL). (1.3)

It is straightword to verify the formal associative law of multiplication

(WP)(f) = u(Pf) = / £ ()P, y)u(da). (1.4)

XXX

The Markov operator corresponding to the transition probability P*(z,-) is P*.

1.3 Minorization condition and direct coupling

We first consider a simplifed version of the minorization condition and show that how the direct
coupling approach can be used to derive the geometric ergodicity. The content here is based on [20].
Let {X,,}n>0 be the Markov chain on the state space X and P(x,-) be the transition probability.



Assumption 1.1 (minorization) A Markov chain on X with transition probability P(z,-) is said
to satisfy the minorization condition if there exists a p € P(X) and € > 0 such that

f07 all measuﬂa’le 561&5 A ¢ X.

The minorization condition (1.5) is global in X, because the infimum is taken over z € X. The
minorization condition (|1.5) can be interpreted as, the transition probabilities have an overlap with
positive measure. The state space X can either be discrete or continuous.

Example Let X = [0,2]. Define the transition probability by

Pz, A) = N(z,1; A) + r(z)dz(A), (1.6)
where N(z,1; A) = P(z € A) with z ~ N(z,1), and r(z) =1 — M(z,1; X). Then P(z,-) satisfies
the global minorization condition (1.5) by choosing e sufficiently small and p(A) = d,(A).

The global minorization condition (1.5) allows us to directly couple two Markov chains {X,, }, >0,
{Y, }n>0 to prove the geometric ergodicity.

Theorem 1.1 (ergodicity) If the transition probability P(x,-) on X satisfies Assumption
then for any p,v € P(X), there is

|wP™ —vP||lrv < (1 —¢)", VneN, (1.7)
where ||-||Tv is the total variation of a signed measure.

Proof Define the modified transition probability

1

(P(z,A) —ep(A)) (1.8)

for all measurable sets A C X'. The global minorization condition (I.5) ensures that P(z,-) is a
nonnegative measure so that P(z,-) can be sampled. Define the direct coupling scheme for the
Markov chains {X,, }n>0, {Yn}n>0 as follows:

Algorithm 1: Direct coupling scheme

Input: X, =z, Y,, = y, where the values z,y € X are fixed.
Output: random variables X, 1, Y, 41.
if =y then
| Sample X, 11 =Y,41 ~ P(z,).
else
Sample ¢ € {0,1} Wlth P(p=0) =e.

Sample z’ ~ P(z,-), 3’ ~ P(y,-), z ~ p(-) independently.

Define X, 11 = ¢’ + (1 — @)z, Y1 = oy’ + (1 — ¢)=.
end

According to the direct coupling, it is easy to check the distribution law of X, is exactly

(1—¢e)P(x, A) + ep(A) = P(x, A), (1.9)



hence { X, } >0 is still a Markov chain with transition probability P(z,-). After each step, X,+1, Yot1
has probability € to coincide, and then the two Markov chains become identical. Hence

P(X, #Y,) < (l—¢)", VYneN. (1.10)

Suppose the initial values Xy ~ p and Yy ~ v, then the distribution laws of X,, and Y,, are uP"
and vP" respectively. Hence (|1.10) implies

[uP" = vP" 1y < (1 =)™, (1.11)
which completes the proof. O
In the special case when v is exactly the invariant distribution 7, one obtains

Corollary 1.1 (ergodicity) If the transition probability P(x,-) on X satisfies Assumption
and has an invariant distribution m, then for any u € P(X), there is

|pP" — ey < (1—e)",  VneN. (1.12)

The result also shows that the invariant distribution is unique. The global minorization condition
(1.5), together with the existence of the invariant distribution, yields the geometric ergodicity.

1.4 Theorem of geometric ergodicity

The global minorization condition (1.5 is often too harsh for Markov chains, especially when the
state space X = R?. For example, consider the numerical integrator of the SDE

dX; = —X,dt + V2dB, (1.13)

in a time step 7, the transition probability in R? is given by
P(x,) =N(e Tx,1 —e27). (1.14)

For such a simple transition probability, it is trivial to check

inf P(z,A)=0 (1.15)
z€R4

for Borel measurable sets A € B(R?). Hence it is impossible to build a global minorization condition.
In the following we always assume the state space is X = R%. Instead of (|1.1)), consider

Assumption 1.2 (minorization) A Markov chain on R? with the transition probability P(z,-) is
said to satisfy the minorization condition with respect to the compact set C € B(R?) if there exists
a p € P(R?Y) and e > 0 such that

xlrelg P(z,A) > ep(A) (1.16)

for all Borel measurable sets A € B(R?).

The minorization condition is called local because it only requires the infimum over the
compact set C'. For most diffusion processes including the overdamped and underdamped Langevin
dynamics, the local minorization condition is easy to satisfy. Roughly speaking, P(x,-) can
be viewed as approximately a Gaussian distribution with parameters continuously depending on
x, thus it is natural for the distribution family {P(z,-)}zcc to have a common lower bound, even
when the potential function is singular.



Remark In the Mattingly’s original paper |3], the distribution p is required to satisfy p(C) = 1
and p(C°) = 0. Since this condition is not necessary in the proof, we remove it here. Also in [8,9],
the minorization condition does not require p(C) = 1.

Other than the local minorization condition (|1.16)), we further require the Lyapunov condition to
prove the ergodicity.

Assumption 1.3 (Lyapunov) For the transition probability P(z,-), there is a function W : R —
[1,400) with lim W(x) = +o0, and real numbers o € (0,1),8 > 0 such that
Tr—r00

E.op@)W(2)] <aW(z)+ 5, Vre RY. (1.17)

The Lyapunov condition implies that E[W (X,,41)] < aE[W(X,,)] + 8. When the compact
set C is sufficiently large, the Lyapunov condition ensures that C' is approximately recurrent.

Now we state the Harris ergodic theorem, which exploits the local minorization condition
and the Lyapunov condition to prove the geometric ergodicity.

Theorem 1.2 (ergodicity) Let {X,,}n>0 be the Markov chain with transition probability P(zx,-).
Given v € (oz%7 1), suppose P(x,-) satisfies Assumption and Assumption with C given by

C = {x eRY: W(z) < f_ﬁa}, (1.18)

then P(x,-) possesses a unique invariant distribution w. Furthermore, there is r(y) € (0,1) and
k(y) € (0,400) such that for all measurable functions f: |f| < W

E*[f (X)) = 7(f)] < k"W (z), VaeR?, (1.19)
where E* denotes the expectation under the condition Xg = x.

Compared to Corollary Theorem measures the difference in distributions by the weak error,
rather than the total distance.

Before going into the details, we first briefly describe the underlying idea of the proof. Similar
to Theorem we aim to define a coupling scheme between two duplicate Markov chains {X,, },>0
and {Y,},>0 with transition probability P(z,-), then estimate the coinciding time. In general,
there are two mechanisms promoting the Markov chains {X,, },>0 and {Y;,}n>0 to coincide:

1. Recurrency of the compact set C. The Lyapunov condition forces X,,,Y, to have
low probability far from the orgin. By choosing the compact C sufficiently large, we deduce
that C' is recurrent and X,,,Y, have high probability stay inside C, creating conditions for
the local minorization condition to play its role.

2. Direct coupling inside C. Similar to the direct coupling in the proof of Theorem we
may define the direct coupling inside C. At least under the condition both X,,,Y,, € C, the
local minorization condition allows X,,, Y, to have positive probability to coincide in
the next step. Since C' is recurrent, we can always wait until X,,,Y,, enter C.

The two mechanisms together make it possible to estimate the coinciding time ¢ of the coupled
Markov chains {X,,}»>0 and {Y}, }n>o0-



Remark Mattingly in [21] presents an alternative proof of the Harris ergodic theorem, which is
shorter than the proof in [3]. Still, we apply the original proof in |3] because the direct coupling is
easier for me to understand. Also, it is possible to give explicit estimate of the convergence rate r
once the minorization constant € in is known. Unfortunately, it is very difficult to determine
the constant € for SDEs, hence the Harris ergodic theorem can hardly produce quantitative estimate
of the convergence rate for SDEs.

1.5 Proof of the theorem

Now we prove the Harris ergodic theorem (Theorem . The proof in this note is mainly based on
Mattingly [3], and more the techinal details can be found in Sections 12 & 15 in Meyn and Tweedie’s
book [2]. The proof below contains two key conclusions: existence of the invariant distribution and
estimation of the coinciding time.

1.5.1 Preliminary results

First rewrite the Lyapunov condition ([1.17]) in terms of the compact set C.
Lemma 1.1 (Lyapunov) Under Assumption given constants v € (a, 1), s € [1,400), define

c(s) == fyiﬁa’ C(s) :={z e RY: W(z) < ¢(s)}, (1.20)

then

In the following, under the Lyapunov condition we shall choose the compact set C' to be C'(2).
Induction of the inequality (1.21]) on n directly yields the following result.

Lemma 1.2 (Lyapunov) Let N be any stopping time and fix an n > 0. Under Assumption
there exists a constant k such that

NAn n
E[W(X,)1nsn] < 57" [W(ﬂco) +IE{ Z 'yjlc(le)H < W (1.22)
j=1

Utilizing the Lyapunov function, Lemma [I.2] presents a useful tool to characterize the stopping
times relating to the compact set C', because the exponential tails involve the indicative functions
of C. In particular, the first visit time 7¢ can be estimated as follows.

Corollary 1.2 (visit time) Under Assumption let 7¢ := inf{n > 0 : z,, € C} be the next
visit time. There exists a constant k such that for any n > 0 one has

P(r¢ > n) < sy [W(Xo) + 1] (1.23)
and o
E(i) < K[W(Xo) +1]. (1.24)



Proof Since 7¢ is the visit time, one has X; € C for j =1,--- ,7¢ — 1. Hence the exponential tail

in (1.22) becomes

nATC

3 4 e(X o) = 4" e (X)) <4 (1.25)
j=1
Also 5 5
S S
EWKX@Lam]>;iEEDmyJ:77aP@C>nL (1.26)

hence the first conclusion ([1.23)) holds. For the second conclusion (1.25)), pick s € [1,2) and define
s
V' =a+5(y-a)e(an) (1.27)

It is easy to check the compact set induced by s and 4’ is exactly the original C' since

sB 2/

= . 1.28
Y -—a y-a (1.28)
Therefore, the first conclusion ((1.23)) holds for any 7" € («, ). Hence
1\ &1
El = = —P(re =n
) -Xsre-n
giiﬂp(r@>n—1)
n=1 ’yn
o0 1 .
Sk Z 77(’7/) [(W(Xo) +1]
n=1
< R[W(Xo) +1]. O

The estimate of 7o shows that the visit time 7o approximately obeys the exponential distribution,
implying that the compact set C' is recurrent in the Markov chain {X,, }n>0.
1.5.2 Existence of the invariant distribution

The existence of the invariant distribution can be proved only using the Lyapunov condition. Fix
the initial value 2o € R? and define the distribution p,, € P(R?) by

1 n
o= 23" P (129
k=1
Recall that P*(z,-) is the transition probability in k steps. Equivalently, u,, can be interpreted as

pn(4) = S B(X € 4) (130
k=1

for measurable sets A € B(R?). Roughly speaking, 11,,(A) characterizes the proportion of time that
the Markov chain {X,,},>0 stays inside A, hence we expect the limit of u, to be the invariant
distribution w.r.t. the transition probability P(z,-).



We show that pu, is a tight sequence of measures. The definition of the tightness for a family
of sequences can be found at [22]. In fact, we shall show that for any £ > 0, there exists a compact
set C. € B(R?) such that

un(CS) <e, VYneN. (1.31)
To prove ([1.31]), choose C. to be the level set of the Lyapunov function W (z):
C.:={zeR?: W(z)< L.}, (1.32)

where L. > 0 is a constant which will determined later. Then using Chebyshev’s inequality,

pn(C5) =~ 3 P(Xi ¢ )
k=1

= S BV(X) > L)
k=1

n

1
nlL.

E[W(X4)] < %0)“)

N

k=1
Therefore, we may just choose
L.=—7—"—"— (1.33)

to obtain the tightness (|1.31)).
By Prokhorov’s theorem [22], there exists a subsequene of u, which converges weakly to = €

P(RY). Let us assume
fin, —— T, as k — 0o. (1.34)

We show that 7 is the invariant distribution. For any test function f € Cy(R?), notice that

n n+1
pn(P1) = (mP)() = = 3" P 0, ) = - PrGao, ),
k=1 k=2
hence we have the identity
n(PA) = () = 3 (P )~ Plao. 1)) (1.35)
and thus 5
| (Pf) =t (F)] <l Fll oo o) (1.36)
Let n = ni and k£ — 0o, we obtain
Jim (unk (Pf)— unk(f)> = 0. (1.37)

Since the weak limit of j,, is 7, we obtain for any f € Cy(RY),

m(Pf) ==(f), (1.38)

which implies 7P = 7, and 7 is the invariant distribution.
In this part we only proved the existence of the invariant distribution. The Lyapunov condition
is not sufficient to guarantee the uniqueness.



1.5.3 Direct coupling scheme inside C'

We aim to define the coupling scheme between the Markov chains {X,, }n>0, {Yn }n>0, and estimate
the their coinciding time ¢. Similar to the proof of Theorem [I.I]} define the modified transition

probability P(z,-) by

Pz, A), ifxeCe

Pla, 4) = 1;(13(3:,14)_5,0(14)), ifreC (1.39)

for all measurable sets A € B(R?). The local minorization condition (1.16)) ensures that P(z,-) is
a nonnegative measure for any x € R%.
Define the direct coupling scheme for the Markov chains {X,, }n>0, {¥n}n>0 as follows:

Algorithm 2: Direct coupling scheme

Input: X, ==z, Y,, = y, where the values z,y € X" are fixed.
Output: random variables X, 11, Y,11.

if =y then
Sample X7L+1 = Yn+1 ~ P(x, )
else

Sample ¢ € {0,1} with P(¢ =0) = e.
Sample 2’/ ~ P(z,-), 4/ ~ P(y,-), z ~ p(-) independently.
{X7),+1 = 1C’(gj) (QSI/ + (1 - ¢)Z) + (1 - 10(‘77))17/
Define , ,
Vo1 =1le) (oY + (1 —)z) + (1 - 1a(y))y
end

It is clear that the transition probability of {X,},>0 is exactly
le(@)((1 = e)P(x, A) + ep(A)) + (1 = 1 (@) P(z, A)
=1le(z)P(z,A) + (1 — 1¢(x))P(z, A) = P(z, A).
We present some observations of the direct coupling scheme above:
1. If (z,y) ¢ C x C, then X,,11|X,, = = and Y, +1|Y, = y are mutually independent.

2. If (z,y) € C x C, then X,,11|X,, = = and Y,4+1|Y,, = y has € probability to coincide. Once
Xnt1 = Y41 happens, {X, },>0 and {Y}, }n>0 will be identical in the remaining time.

In this way, the direct coupling scheme manages to bring X,, and Y,, together once they both enter
the compact set C'. Recalling the Lyapunov condition (1.17)), there are two different mechanisms
helping the coupled Markov chains {X,, } >0 and {Y},},>0 coincide:

1. Recurrency of the compact set C. The first visit time 7o obeys the exponential distri-
bution approximately, hence {X,, }n>0, {Yn}n>o0 shall enter C' frequently.

2. Direct coupling inside C. Once both X,,,Y,, stay inside C, there is € probability for them
to coincide. If they do not coincide, wait for the next time they stay inside C.



Now we are ready to prove the theorem. Suppose {X,}n>0 and {Y,},>0 are two Markov chains
evolved by the direct coupling scheme, and the initial values X = x¢ and Yy = yo in R? are given.
Define the coinciding time of the Markov chains by

¢= H;%{(Xnayn) €ECXC ¢, = O}' (1'40)

Here, the subscript n in the random variable ¢ represents the direct coupling scheme at the n-th
step. For any test function f € Cy(RY) with |f| < W, write f = f* — f~, where f*, f~ > 0. Then

Eft(Xn) = Ef T (Xn)lnzc + Ef T (X0) e (1.41)

After the coinciding time ¢, the Markov chains X,,,Y,, become idential, hence

Eff(Xo)laze = Eff(Ya)luze S EfF(Y,). (1.42)
Combining gives
Ef*(X,) — Ef* (Vi) < Ef(X0)Lnee < EW(X)Lucc, (1.43)
thus
EfT(X,) —EfT(V,)| < max{EW (X)) ln<e, EW(Yy) lec}- (1.44)
Similarly
[Ef7(Xn) —Ef~(Ya)] < max{EW(X,) 1, EW (Y, ) 1<} (1.45)
Hence
[Ef(X,) —Ef(Y,)| < 2max{EW (X,)1lh<c, EW(Y,) 1<} (1.46)

Our final task is to estimate the coinciding time ¢ in the RHS of (1.46]).

1.5.4 Estimation of the coinciding time (
Since W(z) > 1, it is necessary to prove
Elpcc =P(¢ > n) (1.47)

has exponential decay as n increases. Roughly speaking, we need to prove { obeys the exponential
distribution approximately. However, unlike the visit time 7¢, there are two different mechanisms
impelling X,, and Y, to coincide, hence the estimation of £ will be more technical.

To complete the proof of the theorem, we need to prove

Lemma 1.3 (coinciding) Given vy € (a2,1), suppose { X, }n>0, {Yn}ns0 are evolved by the direct
coupling scheme with initial values xg,yo. There exists r € (0,1) and a constant k£ > 0 such that

max{EW (X)) 1<, EW (V) 1<} < R[W (20) + W(yo) + 1]7™. (1.48)

Instead of considering {X,},>0 and {Y,,},>0 separately, view {(X,,Y,)}n>0 as a single Markov
chain in R¢ x R?. For convenience, let F,, be the filtration at the n-th step. Define the Lyapunov
function in R? x R? by

W' (z,y) = W(z) +W(y), foraz,yeR? (1.49)
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then the Lyapunov condition holds
EW' (Xpns1, Yoi1)|Fu] < aE[W' (X, Y,)] + 28.
Choosing s =1 in Lemma for any v € (o, 1) one has
EW' (Xnt1, Yn+1)|Fn] S AE[W(Xn, Vo)l + 281 (Xn, Ya),

where the compact set C’ in R? x R? is given by

' = {(%y) t W (z,y) < 72_'805}

Clearly, C' ¢ C x C. Now define the coinciding time in C’ by
(= ig%{(Xn,Yn) e C' ¢, =0},
then ¢ < ¢’. Hence
max{EW (X)) L, EW (Vi) lnee} SEW (X, Vo) lnee
Now we only need to show that

EW/(Xn»Yn)]-n<§’ < K)[W(l’o) + W(yO) + 1}7,,71

(1.50)

(1.51)

(1.52)

(1.53)

(1.54)

(1.55)

To estimate ¢’ in the LHS of (1.55), consider the trajectory of {(X,,Y,)}n>0 in the first n
steps. Since the compact set C” is recurrent, {(X,,Y,)}n>0 shall enter C’ frequently. To quantify
the frequency staying inside C”, let 7 be the time of the k-th visit to C’. In other words, 7 is the

k-th smallest element of the index set

Ior = {]f >1: (Xk,yk) € C/}

(1.56)

For any real s, define 7, = 7r,7. Fixing a € (0,1), the behavior of the trajectory of {(Xn,Ys)}nx0

in the first n steps can be classified into two categories:

e Typical behavior: 7,, < n. Equivalently,

#{1<k<n—1: (X, Ye) €C'} > [an].

(1.57)

The trajectory has at least frequency a to stay inside C’, and thus belongs to the typical case.

e Unusual behavior: 7., > n. Equivalently,

#{1<k<n—1:(XYr) €C'} < [an].

(1.58)

The trajectory has low frequency to stay inside C’. Due to the Lyapunov condition (1.51),

this is the unusual case.

Write EW’(X,,,Y,,)1n<cr = I1 + Iz, corresponding to the typical and the unusual behavior,

Il = ]EW/(XTM }/n)ln<c/17—(m<n7 12 = EW/(Xna Yn)1n<C’17an>n~

11

(1.59)



e Estimate I;: Let W = sup W/(z,y), then
(z,y)eC’

Il < ]EWI(X'ruYn)17a7L<n17a,L<C’
< ]E(l E(W (X, Yo)|ran < n,]:,ran))]P’(Tan <n).

Tan<(!
View 7., as the starting time and define Xk = Xk—r.,, Yk =Yy_,, ., then by Lemma
E(W' (X0, Yo)|7an <n, Fr,,) < sup E(W'(Xy,Y2)|Fr,)

>Tan

< sup sup ]E(W/(Xk»?k)KXOa?O) = (z,y))
(z,y)eC’ k>0

< sup  K[W'(z,y) + 1]
(z,y)eC’

< K(W +1).
Hence

I

N

E(le<</m(W + 1))1?(% <n)
KW+ DEL,,, <o 1r <n

KW + 1)P(Tan < ()

k(W +1)(1 —n)*n.

<
<

The last inequality P(7,, < (') holds because for each time (X,,Y,) € C’, there is € proba-
bility for them to coincide. Finally we obtain I1 < (W + 1)(1 — n)*".

e Estimate Ir: Let Wy = W' (xg,y0). Write Iy as

[an]—1

L= Y EW(Xn,YVi)lnco lncncng - (1.60)
k=0

Note that 7, < n < 7,41 means there are exactly k visits to C’ in the first n steps.
— For k =0, by Lemma 1.2
EW' (X, Yo)lnce lryang<n <EW (X0, Yo)lesn < 6" Wo. (1.61)
— For k > 1, by Lemma [T.2]
EW’<Xm Yn)1n<4’17k<n<m+1
< EW' (X, Yol <o lncn<rmn
= E (1< E(W/ (X, Ya) Ly 1y 50l Fry 7k < )7k < 0 )B(7k < 1)
<E(Lrpanlrcormy™ (W + 1))

1

2

<KW + 1) (]ElTk«/IE'y*QTk)

<RV 4+ 1)(1— )% (By~27)2
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Induction on k gives ~
Ey=2™ < kF(W + 1)1 (W +1). (1.62)

For R = max{1, (W + 1)}, one has

EW' (X, Vo) e Lry cncrers < (1= 1) % RFV2Wor™ (1.63)

Summation over k gives

I, < kV2Woy" RO, (1.64)
By choosing a sufficiently small so that yR® < 1, we obtain the desired result.

1.6 Continuous-time dynamics

For continuous-time Markov process {z(t)}1>0, the geometric ergodicity is usually studied via the
embedded Markov chain X, := x(nT), where T > 0 is a fixed constant. For the overdamped and
the underdamped Langevin dynamics, a sufficient condition [7,/8] for the minorization condition is:

For any z,y € R? and ¢,6 > 0, P,(z, Bs(y)) > 0.

In other words, Any Region is reachable at Any Time (ARAT). The ARAT condition in fact implies
that the local minorization condition (1.16)) holds w.r.t. compact sets like

Cr:={zeR?: W(z) <R} (1.65)

for sufficiently large R. The ARAT condition can be proved via the support theorems [23}[24].
As demonstrated in [7,|8], the verification of the minorization condition for the overdamped and
underdamped Langevin dynamics is routine, hence will not be a big issue in the application of the
Harris ergodic theorem.

The real difficulty in applicating the Harris theorem for SDEs is the Lyapunov condition. If the
SDE possesses the generator £, then the continuous-time Lyapunov condition should be

LW(z) < —cW(x)+ M, VYacRY (1.66)
where ¢, M > 0 are constants. This enables us to deduce

—ct
E[W (2(1))] < W (2(0)) + %M, (1.67)
that is, the discrete Lyapunov condition with a = e < 1and 8 = (1 — e “*)M/c. For
the overdamped and the underdamped Langevin dynamics, finding a Lyapunov function satisfying
(1.66)) is not a piece of cake. We shall see in next sections various options of the Lyapunov function.

Although for the SDEs verifying the minorization condition is much more easier than the Lya-
punov condition, we emphasize that this is not always the case. For some kinetic equations [25],
verifying the minorization condition could be a tough thing.

For the continuous-time dynamics, the Harris ergodic theorem shows the geometric ergodicity
for the embedded Markov chain X,, := z(nT). With a simple argument, one may also obtain the
geometric ergodicity for all ¢ > 0. Suppose {z(t) };>0 is a Markov process with initial value z(0) = z.
The local minorization condition holds for the transition probability Pr(x,-), where T > 0 is
a fixed time duration. Also, the continuous Lyapunov condition is satisfied. For any t > 0,
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write t = nT + ¢ with § € [0,T). Applying the Harris ergodic theorem with initial value z(4), one
deduces that Pr(z,-) has a unique invariant distribution 7 € P(R?) and

[E*[f ()] = x(f) < rr"EX W (2(6))], (1.68)

where the expectation E* denotes the condition x(0) = . Using the Lyapunov condition (|1.66)),

E*[W (2(6))] < e~ W (z) + #M, (1.69)
hence
[E“[f(2(t)] — 7(f)] < k"W (z) < ke MW (z), (1.70)

A

where A > 0 satisfies e=*T = r < 1. We obtain the geometric ergodicity for {z(t)}:>0-

1.7 Summary

The Harris ergodic theorem (Theorem|1.2) provides a powerful tool to study the geometric ergodicity
of Markov chains and SDEs. The theorem only requires the local minorization condition and
the Lyapunov condition to prove the existence of the invariant distribution and the geometric
ergodicity. For diffusion processes including the overdamped and underdamed Langevin dynamics,
the verification of the minorization is standard, hence the main difficulty is to find an appropriate
Lyapunov function satisfying . Suppose L is the generator of the SDE, then our goal is to
find a Lyapunov function W (x) satisfying

LW (z) < —cW(z) + M, VzeR

Compared to the hypocoercivity and the reflection couplnig, the Harris ergodic theorem can
be applied in a wide class of stochastic models, but lacks the ability to quantify the convergence
rate. In fact, it is even difficult to determine the explicit bounds for the minorization constant [8].
Nevertheless, there have been some pioneering attempts to combine the Lyapunov condition and
the reflection coupling to find the explicit convergence rate [13}[17].

2 Ergodicity of SDEs

We study the geometric ergodicity of various SDEs, using the Harris ergodic theorem. Since the
minorization condition is easy to check for most diffusion processes, hence this section mainly
involves the construction of Lyapunov functions.

2.1 Overdamped Langevin dynamics

The overdamped Langevin dynamics is the simplest kind of SDEs. It is of the first order and the
diffusion is nondegenerate. Consider {x;};>¢ in R¢ evolved by the SDE

14



where b(-) : RY — R? is the drift force, 8 > 0 is the inverse temperature, and B; is the standard
Brwonian motion in R%. It is clear that the generator of (2.1)) is

Lu(z) = b(z) - Vu(x) + %Au(m), u € C*RY). (2.2)

Due to the simple structure of the SDE, there are various choices of the Lyapunov function W(z).
1. If the drift force b(x) satisfies the dissipation condition
—b(x)-x>cz* =M, VreR? (2.3)
1

we can simply choose W (z) = ;|z|?. This is because

LW (z) = b(z) - VIV (2) + %AW(x)
1
=b(z) -+ 3

1
< —czP+ M+~

B

1
:—2C-W(x)+M+B,

hence the Lyapunov condition holds true. In this case, the drift force b(x) need not be the
gradient. However, b(x) should be regular force otherwise ([2.3)) fails.

2. If b(x) = —VU(z) for some potential function U(z), and U(z) satisfies

V2U ()
lim  |[VU(q)| = +oo, lim =S =0, 24
:v:U(:vl)H—l>+oo | (q)| oo ‘T:U(wl)n‘l"H’o |VUY($)|2 ( )

we can choose W (z) = e®V®) for some b € (0, B).
An equivalent condition for (2.4)) is, if a sequence {z }r>1 satisfies U(xy) — +00, then

[V2U ()|
VU (zk)| = +o0, e 0. (2.5)

To verify this condition, we only need to show LW (z) < —cW (z) for sufficiently large U(x).
For W (z) = e®V(®) it is easy to see

VW (z) = W(z)(bVU(2)), AW (z) =W (z)(b*|VU()|* + bAU (z)). (2.6)
hence

LW (z) = —VU(z) - VW (2) + %AW(m)

b
- BW(m)( ~(B=D)IVU@)] +AU()).
A sufficient condition for W(z) < —cW(x) is
—(B=)|VU(z)]* + AU(z) < —¢, for sufficiently large U (x). (2.7)

This is true under the condition (2.4)). Note that the choice W (z) = e?Y(®) is valid even for
singular potentials. In particular, (2.4) holds for the Coulomb potential when d > 3.
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2.2 Stochastic gradient Langevin dynamics

The Harris ergodic theorem is naturally suitable for the stochastic gradient Langevin dynamics
(SGLD). Let 7 > 0 be the time step and t,, := n7. Let {b;(x)}}Y, be a family of drift forces and
the SGLD in the time interval [t,, t,+1) is given by

da; = bi(zs)dt +V2dB;,  t € [tn,tni1), (2.8)

where ¢ € {1,---,N} is a batch index randomly generated at time ¢,. Choose the Lyapunov
function W (z) = 3|z|?, then we can verify the embedded Markov chain X, := z,,, satisfies

where 7 denotes the index i is given. Taking the expectation over ¢, we obtain
EW(X,41)|Xn] < a- W(X,) + 8, (2.10)

establishing the Lyapunov condition. Similar discussion can also be found in [10].

2.3 Second-order Langevin dynamics

Consider the second-order Langevin dynamics in R? x R? given by

dg; = pidit
2 (2.11)
dpy = —ypedt — VU (g;)dt + /%dBt
where U(+) : R? — R is the potential function, and the corresponding Hamiltonian is
1
H{(q,p) = 5lpl* + U(g). (2.12)
Assume U(q) satisfies the dissipation condition: there exists ¢g, M > 0 such that
VU(q) - q = coU(q) + colq|® — M. (2.13)

The invariant distribution of (2.11)) is 7(g,p) x exp(—BH(q,p)). The generator L is given by
L=p-V,—V,U(q)-Vy—p -V, +v8A,. (2.14)

Now we aim to construct the Lyapunov function. Since H (g, p) is conserved under the Hamiltonian
dynamics, it is natural to include H(gq,p) in the expression of the Lyapunov function. By simple
calculation, for T = ! we have

LH(q,p) = —[p[> +T. (2.15)

Here, |p|? term is not enough to bound the Hamiltonian H(q,p). A simple trick is to add the p - ¢
cross term into H(q,p). Note that

L(p-q)=Ip|*-VU(q)-¢—p-q (2.16)
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Using the assumption we obtain
Lp-a) < IpP = FU(@) — FlaP +ypa+C
< C(lp* +1) - FU(0)
Now choose ¢ sufficiently small and define the Lyapunov function

W(q,p) = H(q,p) +cp-q (2.17)

then for any real number k£ > 0,
Lo
LW + KW = LH + cL(p- q) + k(U(q) + Sl )

< —lpl* +19T + C<C(|p|2 +1) - ZlU(q)> + k(U(q) + %Ipl2)

cc
< (7= eC=Rlp + (k=2 )Ule) + C.
If we choose k = ccg/2, this reduces to
LW + ?Wg—(y—w—%)m%a (2.18)

Therefore, by choosing ¢ sufficient small we are able to obtain

CC
LW (q,p) < —TOW(q,p) +C, (2.19)

which is the desired result. A detailed discussion of the second-order Langevin dynamics can be
seen in [8]. Also note the the dissipation condition (2.13]) only holds for regular potentials U(q).
The design of the Lyapunov function for singular potentials will be more technical.

2.4 Singular potentials

2.4.1 Methodology: exponential form

We follow [7] to construct the Lyapunov function W(q,p) in the case of singular potentials. The
underlying dynamics is still the second-order Langevin dyanmics (2.11)), but the potential U(q)
might be singular. Assume the potential satisfies the admissible assumption

Assumption 2.1 (admissible) A function U : R — [0, 4+-00] is an admissible potential if satisfies
the normalzation condition and the following reqularity and growth conditions:

o U e C®(0) in its domian O;
e 0 is an open and path-connected set. Moreover, for each R > 0, the level set
{¢eR?:U(g) < R}

18 open and precompact.
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e For any sequence {qi} C € with U(qx) — 00, we have the following asymptotic properties:

[V2U (q)|

vU — 00, and ——————2
(o) VU (g 2

—0

The LJ potential and the Coulomb potential with d > 3 are admissible, but the Coulomb potential

with d = 2 is not admissible. Note that 8] constructs a Lyapunov function solving the case d = 2,

but the approach is almost the same with [7], hence we only consider the construction in [7] here.
Recall that our goal is to construct a Lyapunov function W(q, p) so that

LW < —cW, when W > R, (2.20)
where R > 0 is a constant. Consider the Lyapunov function in the exponential form:
W =€V, where V is a perturbation of H, (2.21)

then
LW = bW[LV + T |V, V| (2.22)

Hence we only need to show
LV +T|V,V|*< ~C, when H > R. (2.23)

2.4.2 Construction of Vj: intuition

To build an ituition how to construct V, we first consider the simplified problem: finding the
Lypanov function V4 such that

LVy < —-C, when H > R. (2.24)
Consider V| to be a perturbation of H, i.e., Vo = H + 1. Recall that
LH = —vyp* +4T. (2.25)

When |p| is large, LH is negative and automatically holds true. In this case, we expect
(g, p) to be close to 0. When |p| is small, under the condition H > R, the potential U(q) is large.
In this case, we expect L1 to produce negative terms, which requires to choose (g, p) carefully.
Recall that the genertor L is given by

L=p-V,—V,U(qQ)-V,—7p -V, +187 A, (2.26)
when U(q) is very large, the operator
A=-V,U(q) -V, (2.27)

dominates £. Hence we choose (g, p) according to

AY(¢,p) = —K, whenU > R, (2.28)
whose solution is YU
D q

D) = K77~ 2.29

T (2:2)
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Clearly, when U(q) is large, |[VU(q)| is also large, which implies (g, p) is a small perturbation.
For the case when U(q) is small, we use a trunction scheme. For Ry > R; > 0, introduce
a € C*([0, +00) satisfying

]., X 2 R2
_ 2.30
o(2) {07 s (2.30)
and |o'| < 2/(Re — Ry). Finally, ¢(q,p) is constructed as
p-VU(q) .
ra(U(0)) Torapy 1 U(@) > Ri/2
U(q,p) = IVU(q)[? (2.31)
0, otherwise

Since ¥(q, p) is close to 0 if U(q) < Ry or U(q) is sufficiently large, ¥ (g, p) can be viewed as a small
perturbation of the zero function.
2.4.3 Construction of V: rigorous proof

We show that under appropriate choice of the constants Ry, Rs, k, the Lyapunov condition holds.

W(gq,p) = exp(bH (g, p) + ¥(q,p)), (2.32)

then by direct calculation,

m = (L= WD)pl ~ wa(U(a) +p- Vorlg,p) +
(2b = 1)¢(q,p) + W +bTNd (2.33)

Our goal is to prove the RHS of is negative when H(q,p) is large enough. Now we analyze
the terms in one by one:

o —by(1—bT)|p*: coming from the —vy|p|? term in LH = —~|p|*> +~T.

e —xa(U(q)): constant varying in [—k,0]. Close to —« when U(q) is large enough.

o p-V,(g,p): Since ¥(q, p) is a small perturbation, this term should be small. In fact,

P Vat(a,p) < 5a(U(a)[VG(@)lpl* + lo/ (U (@)|Ipl?, (2.34)
where G(q) = VU/|VU|%.
e ¢(q,p): This term is small and bounded by

£C o*(U(q))
2 [VU(q)

We aim to choose C sufficiently large so that |¢)(q, p)| produces small coefficient on [p|?.

(g, p)| < %|p|2 - (2.35)

Concluding the estimates above, we obtain

LW (q,p)

/ |20T — 1|vk
W) S {bv(l —0T) — ka(U(q))|VG(q)| — we'(U(q)) — }W

20
— ka(U(q)) + <“2C|2bT — 1y + KQ’yT) 2(U(q)|G(q)|? + YT Nd (2.36)

Now we choose the parameters &, C, Ry, Ro sequentially:
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1. Pick k > 3yNd, so that ka(U(q)) can be larger than vbT' Nd.

4267 — 1|k

2. Pick
ick C' > b(1 b7

, so that the coefficient of |p|> can be negative.

3. Choose R; sufficiently large so that

by(1 —0T)

<
O

C (ST A+ T )G < TN, when Ulg) > B2

With the definition of U(g), we have for any ¢ € RY,

(1-b7)

o @IVG] < D i) (T 1+ T Gl < v

4. Pick Ry > R; such that
by(1—0T)

o Ul < o

Using these estimates, we obtain the global estimate

LW (q,p) _  by(1—bT)
W(q7p) S - 2 |p|2 - HQ(U((])) + 29T Nd (2.37)

for any p, q. Therefore, as long as

6yNd
2> T U R
| | b’)/(l _ bT) or (Q) > 2
one is able to obtain CW(a.p)
q,p
———= < —vNd, 2.38
W(q,p) ! (2.38)

which is the desired result.
Finally, note that the Lyapunov function for the Coulomb potential with d = 2 suggested in [8]
is given by

W(q,p) = exp(bH(q, p) +¥(q,p)), (2.39)
where b
an=-5 D 2 _f?)_'(q"f G 4 epog (2.40)
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