
Commun. Comput. Phys.
doi: 10.4208/cicp.OA-2024-0004

Vol. 38, No. 5, pp. 1355-1388
November 2025

Dimension-Free Ergodicity of Path Integral
Molecular Dynamics

Xuda Ye1,* and Zhennan Zhou2

1 Beijing International Center for Mathematical Research, Peking University, Beijing
100871, China.
2 Institute for Theoretical Sciences, Westlake University, Hangzhou, 310030, China.

Received 8 January 2024; Accepted (in revised version) 3 September 2024

Abstract. The quantum thermal average plays a central role in describing the thermo-
dynamic properties of a quantum system. Path integral molecular dynamics (PIMD)
is a prevailing approach for computing quantum thermal averages by approximating
the quantum partition function as a classical isomorphism on an augmented space, en-
abling efficient classical sampling, but the theoretical knowledge of the ergodicity of
the sampling is lacking. Parallel to the standard PIMD with N ring polymer beads, we
also study the Matsubara mode PIMD, where the ring polymer is replaced by a con-
tinuous loop composed of N Matsubara modes. Utilizing the generalized Γ calculus,
we prove that both the Matsubara mode PIMD and the standard PIMD have uniform-
in-N ergodicity, i.e., the convergence rate towards the invariant distribution does not
depend on the number of modes or beads N.
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1 Introduction

Calculation of the quantum thermal average plays an important role in quantum physics
and quantum chemistry, not only because it fully characterizes the canonical ensemble of
the quantum system, but also because of its wide applications in describing the thermal
properties of complex quantum systems, including the ideal quantum gases [1], chemi-
cal reaction rates [2,3], density of states of crystals [4], quantum phase transitions [5], etc.
However, since the computational cost of direct discretization methods (finite difference,
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pseudospectral methods, etc.) grows exponentially with the spatial dimension [6, 7], the
exact calculation of the quantum thermal average is hardly affordable in high dimen-
sions. In the past decades, there have been numerous methods committed to compute
the quantum thermal average approximately, and the path integral molecular dynamics
(PIMD) is among the most prevailing ones.

The PIMD is a computational framework to obtain accurate quantum thermal aver-
ages. Using the imaginary time-slicing approach in Feynman path integral [8], the PIMD
maps the quantum system in Rd to a ring polymer of N beads in RdN , where each bead
represents a classical duplicate of the original quantum system, and adjacent beads are
connected by a harmonic spring potential. When the number of beads N is large enough,
the classical Boltzmann distribution of the ring polymer in RdN is expected to yield an
accurate approximation of the quantum thermal average. Since the development of the
PIMD in 1970s, this framework has been widely used in the calculations in the chemical
reaction rates [9–11], transition state theory [12] and tunneling splittings [13, 14]. Sev-
eral variants of the PIMD, the ring polymer molecular dynamics (RPMD) [15, 16], the
centroid molecular dynamics (CMD) [17, 18] and the Matsubara dynamics [19, 20], have
been employed to compute the quantum correlation function. Recently, there have been
fruitful studies on designing efficient and accurate algorithms to enhance the numerical
performance of the PIMD [21–24]. The PIMD can also be applied in multi-electronic-
state quantum systems, see [25, 26] for instance. The general procedure to compute the
quantum thermal average in the PIMD is demonstrated as follows:

1. Ring polymer approximation. Pick a positive integer N and map the quantum
system to a ring polymer system of N beads, where each bead is a classical duplicate
of the original system.

2. Construction of sampling. Equip the ring polymer system with a stochastic ther-
mostat (e.g., Langevin, Andersen and Nosé–Hoover) so that the resulting stochastic
process samples the Boltzmann distribution of the ring polymer.

3. Stochastic simulation. Evolve the stochastic process with a proper time discretiza-
tion method, and approximate the quantum thermal average by the time average
in the long-time simulation.

The PIMD framework based on the ring polymer beads is referred to as the standard
PIMD in this paper.

Although the standard PIMD has become a mature framework to compute the quan-
tum thermal average, a rigorous mathematical understanding of its convergence is still
sorely lacking. A fundamental question is the dimension-free ergodicity, i.e., does the
stochastic process sampling the Boltzmann distribution has a convergence rate which
does not depend on the number of beads N? The property of uniform-in-N ergodicity
has been partially validated when the potential function is quadratic [27, 28], but a rigor-
ous justification in the general case is still to be investigated.
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An important goal of this paper is to justify the dimension-free ergodicity of the stan-
dard PIMD. Nevertheless, our proof mainly relies on an alternative PIMD framework,
the Matsubara mode PIMD, which is more convenient for analysis. As its name indi-
cates, this framework is based on the Matsubara modes [19, 29] rather than the discrete
beads of the ring polymer. In the Matsubara mode PIMD, the ring polymer is expressed
as the superpositions of N Matsubara modes, resulting in a continuous imaginary-time
ring polymer loop rather than a ragged one (see Figure 3.2 of [19] for example). The Mat-
subara mode PIMD has a close relation to the standard PIMD, because the Matsubara
mode PIMD with suitable discretization is equivalent to the standard PIMD [29, 30], ex-
cept for the minor difference in the mode frequencies. In fact, the standard PIMD utilizes
the normal mode frequencies [19], whose continuum limit give rise to the Matsubara fre-
quencies. It is also pointed in [29,30] that the standard PIMD has better performance than
the Matsubara mode PIMD in computing the quantum thermal average.

The main contribution of this paper is that we prove the uniform-in-N ergodicity
of the Matsubara mode PIMD and the standard PIMD, namely, the convergence rate
towards the invariant distribution does not depend on N, which stands for the number
of modes in the Matsubara mode PIMD and the number of beads in the standard PIMD.
The authors believe that this is the first dimension-free ergodicity result of the PIMD
in the form of the underdamped Langevin dynamics. Our proof strategies include the
Bakry–Émery calculus [31] and the recently developed generalized Γ calculus [32, 33]. It
should be stressed that the convergence rate can still depend on the potential function
V(x) and the temperature, and in particular the convergence rate is exponentially small
in the low temperature limit. This is a common feature of the Bakry–Émery calculus with
a non-convex potential function, referring to Proposition 5.1.6 of [31].

The paper is organized as follows. In Section 2 we derive the Matsubara mode PIMD
from the Feynman path integral representation of the quantum thermal average. In Sec-
tion 3 we prove the uniform-in-N ergodicity the Matsubara mode PIMD and the stan-
dard PIMD. In Section 4 we implement the numerical tests to show the performance of
the Matsubara mode PIMD and the standard PIMD in computing the quantum thermal
average and validate the dimension-free ergodicity.

2 Derivation of the Matsubara mode PIMD

In this section we derive the Matsubara mode PIMD from the Feynman path integral
representation of the quantum thermal average. First, we show that the quantum equi-
librium can be equivalently interpreted as the classical Boltzmann distribution of a con-
tinuous loop representing the ring polymer in the position space. Second, we represent
the energy function E(ξ) of the ring polymer loop in terms of the Matsubara coordinates
ξ. Finally, we construct an infinite-dimensional underdamped Langevin dynamics to
sample the distribution exp{−E(ξ)}, formulating the Matsubara mode PIMD.

Note that the our derivation does not rely on the normal mode transform, and is thus
different from the traditional ways to generate the Matsubara modes [19].
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2.1 Quantum equilibrium as the Boltzmann distribution of a continuous loop

We consider the quantum system in Rd given by the Hamiltonian

Ĥ=
p̂2

2
+V(q̂), (2.1)

where q̂ and p̂ are the position and momentum operators in Rd, and V(·) is a real-valued
potential function in Rd. When the quantum system is at a constant temperature T=1/β,
the state of the system can be described by the canonical ensemble with the density op-
erator e−βĤ, and thus the partition function Z=Tr[e−βĤ ]. The quantum thermal average
of the system means the canonical average of an observable operator O(q̂), namely

⟨O(q̂)⟩β =
Tr[e−βĤO(q̂)]

Tr[e−βĤ ]
, (2.2)

Here, we assume the observable operator O(q̂) depends only on the position operator q̂,
where O(·) is a real-valued function in Rd.

Utilizing the Feynman path integral [8, 34], the partition function can be interpreted
as the integral with respect to a continuous loop x(τ) in Rd parameterized by τ∈ [0,β]:

Z=Tr[e−βĤ ]=
∫

exp{−E(x)}D[x],

where D[x] is the formal Lebesgue measure of the continuous loop in Rd, and the energy
functional E(x) is defined by

E(x)=
1
2

∫ β

0
|x′(τ)|2dτ+

∫ β

0
V(x(τ))dτ. (2.3)

As a consequence, the quantum canonical ensemble e−βĤ is exactly mapped to a classical
Boltzmann distribution of the continuous loop x(τ) with the energy E(x). Finally, the
quantum thermal average ⟨O(q̂)⟩β can be formally written as

⟨O(q̂)⟩β =
1
Z

∫ [
1
β

∫ β

0
O(x(τ))dτ

]
exp{−E(x)}D[x]. (2.4)

2.2 Represent the energy function with Matsubara modes

Consider the following eigenvalue problem with periodic boundary conditions:

−c̈k(τ)=ω2
k ck(τ), τ∈ [0,β], k=0,1,2,··· ,
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where the eigenvalues and eigenfunctions are explicitly given by

ω0=0, c0(τ)=

√
1
β

;

ω2k−1=
2kπ

β
c2k−1(τ)=

√
2
β

sin
(

2kπτ

β

)
, k=1,2,··· ;

ω2k =
2kπ

β
, c2k(τ)=

√
2
β

cos
(

2kπτ

β

)
, k=1,2,··· .

The eigenfunctions {ck(τ)}∞
k=0 form the orthonormal Fourier basis of L2([0,β];R), and

thus any continuous loop x(·) can be uniquely represented as

x(τ)=
∞

∑
k=0

ξkck(τ), τ∈ [0,β],

where {ξk}∞
k=0 in Rd are the coordinates of x(·) in different Matsubara modes. Con-

versely, for a given continuous loop x(·), the Matsubara coordinates are calculated from

ξk =
∫ β

0
x(τ)ck(τ)dτ, k=0,1,2,··· .

Utilizing the Matsubara coordinates, the energy function E(x) in (2.3) is written as

E(ξ)= 1
2

∞

∑
k=0

ω2
k |ξk|2+V(ξ), with V(ξ) :=

∫ β

0
V
( ∞

∑
k=0

ξkck(τ)

)
dτ, (2.5)

and the target Boltzmann distribution is formally given by exp{−E(ξ)}.

2.3 Formulation of the Matsubara mode PIMD

In the following, we construct an infinite-dimensional Langevin dynamics to sample the
Boltzmann distribution exp{−E(ξ)}. Without any preconditioning, the vanilla under-
damped Langevin dynamics for sampling exp{−E(ξ)} reads

ξ̇k =ηk,

η̇k =−ω2
k ξk−

∫ β

0
∇V(x(τ))ck(τ)dτ−γηk+

√
2γḂk,

(2.6)

where γ> 0 is the damping rate on each mode, {ηk}∞
k=0 are the auxiliary velocity vari-

ables in Rd, and {Bk}∞
k=0 are independent Brownian motions in Rd. However, the high-

frequency modes in the energy function E(ξ) poses the infamous stiffness problem [27,35]
in the time discretization of (2.6): the time step needs to be extremely small to stabilize of
the high-frequency part of the dynamics.
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In this paper, we employ the preconditioning [27, 36] to scale the internal frequencies
of the Matsubara modes. Introduce a>0 and rewrite the energy function E(ξ) as

E(ξ)= 1
2

∞

∑
k=0

(ω2
k+a)|ξk|2+V a(ξ), with V a(ξ) :=

∫ β

0
Va

( ∞

∑
k=0

ξkck(τ)

)
dτ, (2.7)

where the potential function Va(q) :=V(q)−a|q|2/2. The positive coefficient ω2
k+a on

each mode indicates that it is reasonable to apply the preconditioning
ξ̇k =ηk,

η̇k =−ξk−
1

ω2
k+a

∫ β

0
∇Va(x(τ))ck(τ)dτ−γηk+

√
2γ

ω2
k+a

Ḃk,
(2.8)

which is an infinite-dimensional Langevin dynamics of the mode coordinates {ξk}∞
k=0.

Remark 2.1. If we neglect the gradient term in (2.8), the dynamics of (ξk,ηk) reads
ξ̇k =ηk,

η̇k =−ξk−γηk+

√
2γ

ω2
k+a

Ḃk,

which is a underdamped Langevin dynamics in Rd×Rd with the invariant distribution

exp
{
−

ω2
k+a
2

(
|ξk|2+|ηk|2

)}
.

Clearly, the preconditioning removes the stiffness of all Matsubara modes, and O(1) time
step is applicable for the time discretization.

Remark 2.2. The constant a > 0 is to ensure the frequency of the centroid mode (k =
0) is nonzero, so that the preconditioning can be applied on all Matsubara modes. An
alternative preconditioning scheme for (2.6) without introducing a is defined as:

ξ0=η0,

η0=− 1√
β

∫ β

0
∇V(x(τ))dτ−γη0+

√
2γḂ0,

(2.9)


ξk =ηk,

ηk =−ξk−
1

ω2
k

∫ β

0
∇V(x(τ))ck(τ)dτ−γηk+

√
2γ

ωk
Ḃk,

k=1,2,··· . (2.10)

Moreover, the preconditioned Matsubara mode PIMD (2.9) and (2.10) can be employed
in quantum systems defined on a periodic torus space Td.



X. Ye and Z. Zhou / Commun. Comput. Phys., 38 (2025), pp. 1355-1388 1361

2.4 Implementation of the Matsubara mode PIMD in finite dimensions

At this stage, the infinite-dimensional Matsubara mode PIMD (2.8) is completely formal,
and neither its existence or well-posedness is not justified. For the purpose of numerical
simulation, we need to truncate the number of Matsubara modes in (2.8) to a finite integer
N. In this case the continuous loop x(τ) is truncated as

xN(τ)=
N−1

∑
k=0

ξkck(τ), τ∈ [0,β],

and the potential energy of the loop in (2.7) is replaced by

V a
N(ξ) :=

∫ β

0
Va(xN(τ))dτ=

∫ β

0
Va

(N−1

∑
k=0

ξkck(τ)

)
dτ, ξ∈RdN . (2.11)

However, even for a finite N, the integral in (2.11) does not have an explicit expression,
and the numerical integration is required to approximate V a

N(ξ). Let D ∈N be the dis-
cretization size in the interval [0,β], then we obtain the approximation

V a
N(ξ)≈V a

N,D(ξ) :=βD

D−1

∑
j=0

Va
(N−1

∑
k=0

ξkck(jβD)

)
, ξ∈RdN , (2.12)

where βD =β/D. The gradients of V a
N,D(ξ) with respect to each ξk are correspondingly

∇ξkV
a
N,D(ξ)=βD

N−1

∑
j=0

∇Va(xN(jβD))ck(jβD), k=0,1,··· ,N−1.

Remark 2.3. We do not select the high-order numerical integration schemes mainly be-
cause the continuous loop xN(τ) becomes ragged when the number of modes N is large.
The low-regularity of xN(τ) makes it ineffectual to apply high-order integration.

With the potential function V a
N,D(ξ), the Matsubara mode PIMD (2.8) is approximated as

ξ̇k =ηk,

η̇k =−ξk−
βD

ω2
k+a

D−1

∑
j=0

∇Va(xN(jβD))ck(jβD)−γηk+

√
2γ

ω2
k+a

Ḃk,
k=0,1,··· ,N−1,

(2.13)
whose invariant distribution is the classical Boltzmann distribution:

πN,D(ξ)∝exp
{
− 1

2

N−1

∑
k=0

(ω2
k+a)|ξk|2−βD

D−1

∑
j=0

Va
(N−1

∑
k=0

ξkck(jβD)

)}
. (2.14)



1362 X. Ye and Z. Zhou / Commun. Comput. Phys., 38 (2025), pp. 1355-1388

A typical choice of the discretization size D is the number of modes N, so that the com-
putational cost per time step is equal to O(N logN) in the Fast Fourier Transform. It is
natural from (2.4) that the quantum thermal average ⟨O(q̂)⟩β is approximated as

⟨O(q̂)⟩β ≈⟨O(q̂)⟩β,N,D =
∫

RdN

[
1
D

D−1

∑
j=0

O
(N−1

∑
k=0

ξkck(jβD)

)]
πN,D(ξ)dξ.

The long-time simulation of the Matsubara mode PIMD (2.13) at finite N and D then
provides an accurate estimate of the statistical average in the distribution πN,D(ξ), which
is denoted by ⟨O(q̂)⟩β,N,D.

2.5 Relation to the standard PIMD

We demonstrate the connection between the Matsubara mode PIMD and the standard
PIMD. Suppose the number of modes N is an odd integer and we view {ξk}N−1

k=0 as the
normal mode coordinates [37] in the standard PIMD, then the Boltzmann distribution of
the ring polymer beads in the standard PIMD is expressed as

exp
{
− 1

2

N−1

∑
k=0

(ω2
k,N+a)|ξk|2−βN

N−1

∑
j=0

Va
(N−1

∑
k=0

ξkck(jβN)

)}
, (2.15)

where {ωk,N}N−1
k=0 are the normal mode frequencies

ω0=0, ω2k−1,N =ω2k,N =
2

βN
sin

(
kπ

N

)
, k=1,··· , N−1

2
.

Furthermore, the preconditioned Langevin dynamics for sampling (2.15) is written as
ξ̇k =ηk,

η̇k =−ξk−
βD

ω2
k,N+a

D−1

∑
j=0

∇Va(xN(jβD))ck(jβD)−γηk+

√
2γ

ω2
k,N+a

Ḃk,
k=0,1,··· ,N−1.

(2.16)
Comparing the dynamics (2.13) and (2.16), we observe the standard PIMD and the Mat-
subara mode PIMD (with odd D = N) are equivalent except for the mode frequencies.
Since the normal mode frequencies satisfy

lim
N→∞

ωk,N =ωk, k=0,1,2,··· ,

we conclude that the Matsubara mode PIMD (2.13) and the standard PIMD (2.16) have
the identical continuum limit, namely the infinite-dimensional Langevin dynamics (2.8).
See Appendix C for the detailed derivation of the normal mode coordinates.
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3 Uniform-in-N ergodicity of the Matsubara mode PIMD

In this section, we prove the uniform-in-N ergodicity of the Matsubara mode PIMD. First,
we present the assumptions and ergodicity results in Section 3.1. Then, we prove the
uniform-in-N ergodicity in the overdamped and underdamped cases in Sections 3.2 and
3.3, respectively. Finally, in Section 3.4, we demonstrate that our proof of the uniform-in-
N ergodicity in the Matsubara mode PIMD applies to the standard PIMD.

3.1 Assumptions and ergodicity results

For the convenience of analysis, in the Matsubara mode PIMD (2.13) we choose the
damping rate γ=1, yielding the following underdamped Langevin dynamics:

ξ̇k =ηk,

η̇k =−ξk−
βD

ω2
k+a

D−1

∑
j=0

∇Va(xN(jβD))ck(jβD)−ηk+

√
2

ω2
k+a

Ḃk.
(3.1)

A closely related dynamics is the overdamped version of (3.1):

ξ̇k =−ξk−
βD

ω2
k+a

D−1

∑
j=0

∇Va(xN(jβD))ck(jβD)+

√
2

ω2
k+a

Ḃk, (3.2)

which can be viewed as the overdamped limit of (3.1) as γ→∞ [38]. The invariant distri-
bution of (3.2) is πN,D(ξ) defined in (2.14), and the invariant distribution of (3.1) is

µN,D(ξ,η)∝exp
(
− 1

2

N−1

∑
k=0

(ω2
k+a)(|ξk|2+|ηk|2)−βD

D−1

∑
j=0

Va
(N−1

∑
k=0

ξkck(jβD)

))
. (3.3)

Clearly, πN,D(ξ) is the marginal distribution of µN,D(ξ) in the variable ξ∈RdN .
Under appropriate conditions on the potential V(q), we prove that both the over-

damped and underdamped Matsubara mode PIMD in (3.2) and (3.1) possess the
uniform-in-N ergodicity, namely, the convergence rate to the invariant distribution does
not depend on the number of modes N.

Before we conduct a detailed discussion on these results, we enumerate all the as-
sumptions required in the proof, mainly on the potential function V(q) in Rd.

Assumption 3.1. Given a>0, the potential function

Va(q)=V(q)− a
2
|q|2, q∈Rd

is twice differentiable in Rd, and for some constants M1,M2⩾0:
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Table 1: The uniform-in-N ergodicity of the Matsubara mode PIMD. The relative entropy EntπN,D ( f ) and
the entropy-like quantity WµN,D ( f ) are defined in (3.4) and (3.5).

Uniform-in-N ergodicity of the Matsubara mode PIMD
dynamics overdamped (3.2) underdamped (3.1)

assumption (i) ⇒ Theorem 3.1 (i)(ii)(iii) ⇒ Theorem 3.2
distribution πN,D(ξ) in (2.14) µN,D(ξ,η) in (3.3)
ergodicity EntπN,D (Pt f )⩽ e−2λ1t EntπN,D ( f ) WµN,D (Pt f )⩽ e−2λ2tWµN,D ( f )

(i) Va(q) can be decomposed as Vc(q)+Vb(q), where ∇2Vc(q)≽Od and |Vb(q)|⩽M1
for any q∈Rd.

(ii) −M2 Id≼∇2Va(q)≼M2 Id for any q∈Rd.

A special assumption required in the underdamped case is:

(iii) The number of modes N is no larger than the discretization size D, namely, N⩽D.

Here, Id and Od are the identity and zero matrix in Rd×d. Assumption (i) can be shortly
interpreted as: Vc(q) is globally convex and Vb(q) is globally bounded.

Next, we display the ergodicity results of the Matsubara mode PIMD in Table 1. In
Table 1, EntπN,D( f ) is the relative entropy of the density function f (ξ) in RdN :

EntπN,D( f ) :=
∫

RdN
f log f dπN,D−

∫
RdN

f dπN,D log
∫

RdN
f dπN,D, (3.4)

and WµN,D( f ) is the entropy-like quantity of the density function f (ξ,η) in R2dN :

WµN,D( f ) :=
(

M2
2

a2 +1
)

EntµN,D( f )+
N−1

∑
k=0

1
ω2

k+a

∫
R2dN

|∇ηk f −∇ξk f |2+|∇ηk f |2

f
dµN,D. (3.5)

Furthermore, the convergence rates λ1 and λ2 are given by

λ1=exp(−4βM1), λ2=
a2

3M2
2+5a2

exp(−4βM1),

Remark 3.1. The convergence rates λ2 <λ1, and they are exponentially small in the low
temperature limit β→∞ if the constant M1>0, which characterizes the non-convexity of
the potential V(q). This is because we utilize the bounded perturbation of the log-Sobolev
inequalities (Proposition 5.1.6 of [31]). However, λ2<λ1 does not imply the overdamped
Matsubara mode PIMD converges faster than the underdamped one in practical simu-
lation. With the hypocoercivity methods, it is proved that introducing auxiliary velocity
variables accelerates the convergence of the overdamped Langevin dynamics [38].
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Remark 3.2. Assumption (iii) comes from the discrete orthogonal condition (A.1):

D−1

∑
j=0

ck(jβD)cl(jβD)=0, 0⩽k< l⩽N−1,

which in general is incorrect when N>D. The authors conjecture that the uniform-in-N
ergodicity of the underdamped Matsubara mode PIMD (3.1) also holds true when N>D,
nevertheless no viable strategy is available.

3.2 Uniform ergodicity of overdamped Matsubara mode PIMD

We prove the uniform-in-N ergodicity of (3.2) in the relative entropy using the Bakry–
Émery calculus [31]. The log-Sobolev inequality for the distribution πN,D(ξ) produces an
explicit convergence rate in high-dimensions.

Theorem 3.1. Under Assumption (i), let (Pt)t⩾0 be the Markov semigroup of the overdamped
Matsubara mode PIMD (3.2), then for any positive smooth function f (ξ) in RdN ,

EntπN,D(Pt f )⩽exp(−2λ1t)EntπN,D( f ), ∀t⩾0,

where the convergence rate λ1=exp(−4βM1).

Proof. We study the overdamped Matsubara mode PIMD driven by the convex potential
Vc(q), and prove the corresponding uniform-in-N log-Sobolev inequality. Utilizing the
bounded perturbation, we obtain the uniform-in-N log-Sobolev inequality for (3.2).

1. Ergodicity of overdamped Matsubara mode PIMD driven by Vc(q)

For notational convenience, introduce the potential function of the convex part Vc(q):

V c
N,D(ξ) :=βD

D−1

∑
j=0

Vc(xN(jβD))=βD

D−1

∑
j=0

Vc
(N−1

∑
k=0

ξkck(jβD)

)
.

Since Vc(q) is globally convex in Rd, it is easy to deduce V c
N,D(ξ) is globally convex in

the mode coordinates ξ = {ξk}N−1
k=0 (see Lemma A.1 in Appendix A). Next consider the

overdamped Matsubara mode PIMD driven by V c
N,D(ξ):

ξ̇k =−ξk−
1

ω2
k+a

∇ξkV
c
N,D(ξ)+

√
2

ω2
k+a

Ḃk, k=0,1,··· ,N−1. (3.6)

It is easy to see the generator of (3.6) is given by

Lc =−
N−1

∑
k=0

(
ξk+

1
ω2

k+a
∇ξkV

c
N,D(ξ)

)
·∇ξk +

N−1

∑
k=0

1
ω2

k+a
∆ξk ,
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and the invariant distribution of (3.6) is

πc
N,D(ξ)∝exp

{
− 1

2

N−1

∑
k=0

(ω2
k+a)|ξk|2−βD

D−1

∑
j=0

Vc
(N−1

∑
k=0

ξkck(jβD)

)}
. (3.7)

To establish the log-Sobolev inequality for the distribution πc
N,D(ξ), we compute the carré

du champ operator Γ1( f , f ) and the iterated operator Γ2( f , f ) corresponding to the gen-
erator Lc (see Definition 1.4.2 and Equation (1.16.1) in [31]). By direct calculation,

Γ1( f ,g)=
N−1

∑
k=0

∇ξk f ·∇ξk g
ω2

k+a
,

Γ2( f ,g)=
N−1

∑
k,l=0

∇2
ξkξl

f :∇2
ξkξl

g

(ω2
k+a)(ω2

l +a)
+

N−1

∑
k=0

∇ξk f ·∇ξk g
ω2

k+a
+

N−1

∑
k,l=0

∇ξk f ·∇2
ξkξl

V c
N,D(ξ)·∇ξl g

(ω2
k+a)(ω2

l +a)
.

Here, the dot product u·B·v for u∈Rd, B∈Rd×d and v∈Rd means

u·B·v=uTBv=
d

∑
p,q=1

upBpqvq,

and the double dot product A : B for A∈Rd×d and B∈Rd×d means

A : B=Tr[ATB]=
d

∑
p,q=1

ApqBpq.

Utilizing the convexity of the potential function V c
N,D(ξ), we obtain

Γ2( f , f )⩾
N−1

∑
k=0

|∇ξk f |2

ω2
k+a

+
N−1

∑
k,j=0

∇ξk f ·∇2
ξkξ j

V c
N,D(ξ)·∇ξ j f

(ω2
k+a)(ω2

j +a)
⩾

N−1

∑
k=0

|∇ξk f |2

ω2
k+a

=Γ1( f , f ),

hence the log-Sobolev constant for πc
N,D(ξ) is 1 according to Proposition 5.7.1 of [31]. The

log-Sobolev inequality for πc
N,D(ξ) then reads

Entπc
N,D

( f )⩽
1
2

∫
RdN

Γ1( f , f )
f

dπc
N,D =

1
2

N−1

∑
k=0

1
ω2

k+a

∫
RdN

|∇ξk f |2

f
dπc

N,D. (3.8)

Note that the relative entropy here is defined with respect to the distribution πc
N,D(ξ)

with Vc(q) rather than the distribution πN,D(ξ) with Va(q).

2. Ergodicity of overdamped Matsubara mode PIMD driven by Va(q)

Let ZN,D and Zc
N,D be the normalization constants of the distributions πN,D(ξ) and
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πc
N,D(ξ),

ZN,D =
∫

RdN
exp

(
− 1

2

N−1

∑
k=0

(ω2
k+a)|ξk|2−βD

D−1

∑
j=0

Va(xN(jβD))

)
dξ,

Zc
N,D =

∫
RdN

exp
(
− 1

2

N−1

∑
k=0

(ω2
k+a)|ξk|2−βD

D−1

∑
j=0

Vc(xN(βD))

)
dξ.

Using the inequality |Va(q)−Vc(q)|= |Vb(q)|⩽M1, we have

|V a
N,D(ξ)−V c

N,D(ξ)|⩽βD

D−1

∑
j=0

∣∣Vb(xN(jβD))
∣∣⩽βM1,

and thus the constants ZN,D and Zc
N,D satisfy

ZN,D

Zc
N,D

∈
[
exp(−βM1),exp(βM1)

]
.

As a result, the density functions πN,D(ξ) and πc
N,D(ξ) satisfy

πc
N,D(ξ)

πN,D(ξ)
=

ZN,D

Zc
N,D

exp
(

βD

D−1

∑
j=0

Vb(xN(jβD))

)
∈
[
exp(−2βM1),exp(2βM1)

]
.

Using the bounded perturbation (Proposition 5.1.6 of [31]), we obtain from (3.8) that

exp(−4βM1)EntπN,D( f )⩽
1
2

N−1

∑
k=0

1
ω2

k+a

∫
RdN

|∇ξk f |2

f
dπN,D.

Hence for the rate λ1=exp(−4βM1), the relative entropy has exponential decay,

EntπN,D(Pt f )⩽exp(−2λ1t)EntπN,D( f ), ∀t⩾0,

for any positive smooth function f (ξ).

In particular, the convergence rate λ1 does not depend on the number of modes N
or the discretization size D, hence we conclude the uniform-in-N ergodicity of the over-
damped Matsubara mode PIMD (3.2).

3.3 Uniform ergodicity of underdamped Matsubara mode PIMD

We prove the uniform-in-N ergodicity of (3.1) in the entropy-like quantity (3.5), and the
main technique is the generalized Γ calculus developed in [32, 33]. The generalized Γ
calculus is an extension of the Bakry–Émery calculus and can be applied on stochastic
processes with degenerate diffusions. The generalized Γ calculus is largely inspired from
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the hypocoercivity theory [39] of Villani, and is able to produce an explicit convergence
rate in the relative entropy rather than H1 or L2. For convenience, we present a brief
review of the theory of the generalized Γ calculus in Appendix C.

Recall that the invariant distribution of the underdamped Matsubara mode PIMD
(3.1) is µN,D(ξ,η) defined in (3.3).

Theorem 3.2. Under Assumptions (i)(ii)(iii), let (Pt)t⩾0 be the Markov semigroup of the under-
damped Matsubara mode PIMD (3.1), then for any positive smooth function f (ξ,η) in R2dN ,

WµN,D(Pt f )⩽exp(−2λ2t)WµN,D( f ), ∀t⩾0,

where the convergence rate λ2=
a2

3M2
2+5a2 exp(−4βM1).

Proof. The proof is accomplished in several steps. First, we establish the uniform-in-N
log-Sobolev inequality for the distribution µN,D(ξ,η). Second, introduce the functions

Φ1( f )= f log f , Φ2( f )=
N−1

∑
k=0

1
ω2

k+a
|∇ηk f −∇ξk f |2+|∇ηk f |2

f

and compute the generalized Γ operators ΓΦ1( f ) and ΓΦ2( f ). Finally, by validating the
generalized curvature-dimension condition

ΓΦ2( f )− 1
2

Φ2( f )+
(

M2
2

a2 +1
)

ΓΦ1( f )⩾0,

we can apply Theorem C.1 to prove the exponential decay of the quantity W(Pt f ).

1. Uniform-in-N log-Sobolev inequality for µN(ξ,η)

In Theorem 3.1, the log-Sobolev inequality for the distribution πN,D(ξ) holds true:

λ1EntπN,D( f )⩽
1
2

N−1

∑
k=0

1
ω2

k+a

∫
RdN

|∇ξk f |2

f
dπN,D,

where the convergence rate λ1=exp(−4βM1). For the velocity variables {ηk}N−1
k=0 in RdN ,

define the Gaussian distribution νN(η) by its density function:

νN(η)∝exp
(
− 1

2

N−1

∑
k=0

(ω2
k+a)|ηk|2

)
, η∈RdN ,

then log-Sobolev inequality for νN holds true,

EntνN ( f )⩽
1
2

N−1

∑
k=0

1
ω2

k+a

∫
RdN

|∇ηk f |2

f
dνN .
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Since the distribution µN,D(ξ,η)=πN,D(ξ)⊗νN(η) is the tensor product, Proposition 5.2.7
of [31] yields the log-Sobolev inequality for the product distribution:

λ1EntµN,D( f )⩽
1
2

N−1

∑
k=0

1
ω2

k+a

∫
R2dN

|∇ξk f |2+|∇ηk f |2

f
dµN,D, (3.9)

where the convergence rate is determined by the smaller one of the rates λ1 =
exp(−4βM1) and 1, which is λ1 itself. Note that (3.9) does not imply the ergodicity of
(3.1) directly, because (3.1) has degenerate diffusion in the η variable.

2. Calculation of the generalized Γ operators for Φ1( f ) and Φ2( f )

We still use the notation

V a
N,D(ξ)=βD

D−1

∑
j=0

Va
(N−1

∑
k=0

ξkck(jβD)

)
, ξ∈RdN ,

and the generator of (3.1) is given by

L=
N−1

∑
k=0

ηk ·∇ξk −
N−1

∑
k=0

(
ξk+ηk+

1
ω2

k+a
∇ξkV

a
N,D(ξ)

)
·∇ηk +

N−1

∑
k=0

∆ξk

ω2
k+a

.

By direct calculation, the commutators [L,∇ξk ] and [L,∇ηk ] are given by

[L,∇ξk ]=∇ηk +
N−1

∑
l=0

1
ω2

l +a
∇2

ξkξl
V a

N,D(ξ)·∇ηl , [L,∇ηk ]=∇ηk −∇ξk .

Inspired from Example 3 of [33], define the functions

Φ1( f )= f log f , Φ2( f )=
N−1

∑
k=0

1
ω2

k+a
|∇ηk f −∇ξk f |2+|∇ηk f |2

f
, (3.10)

where Φ2( f ) can be viewed as a twisted form of

N−1

∑
k=0

1
ω2

k+a
|∇ξk f |2+|∇ηk f |2

f
,

which appears in the RHS of the log-Sobolev inequality (3.9). From Example C.2 in Ap-
pendix C, the generalized Γ operator ΓΦ1( f ) is given by

ΓΦ1( f )=
1
2

N−1

∑
k=0

1
ω2

k+a
|∇ηk f |2

f
. (3.11)

To compute ΓΦ2( f ), we write Φ2( f )=∑N−1
k=0

1
ω2

k+a Φ2,k( f ), where

Φ2,k( f )=
|∇ηk f −∇ξk f |2+|∇ηk f |2

f
, k=0,1,··· ,N−1.
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According to Example C.3 in Appendix C, we have

f ·ΓΦ2,k( f )⩾ (∇ηk f −∇ξk f )·[L,∇ηk −∇ξk ] f +∇ηk f ·[L,∇ηk ] f

= |∇ηk f −∇ξk f |2−(∇ηk f −∇ξk f )·
N−1

∑
l=0

1
ω2

l +a
∇2

ξkξl
V a

N,D(ξ)·∇ηl f .

Taking the summation over k=0,1,··· ,N−1, we obtain

f ·ΓΦ2( f )⩾
N−1

∑
k=0

|∇ηk f −∇ξk f |2

ω2
k+a

−
N−1

∑
k,l=0

∇ηk f −∇ξk f
ω2

k+a
·∇2

ξkξl
V a

N,D(ξ)·
∇ηl f

ω2
l +a

. (3.12)

To further simplify the expression of ΓΦ2( f ), define the vectors X,Y∈RdN by

X=

{∇ηk f −∇ξk f√
ω2

k+a

}N−1

k=0
∈RdN , Y=

{ ∇ηk f√
ω2

k+a

}N−1

k=0
∈RdN , (3.13)

then the inequality (3.12) can be equivalently written as

ΓΦ2( f )⩾
|X|2−XTΣY

f
, (3.14)

where the symmetric matrix Σ∈RdN×dN is given by

Σkl =
1√

(ω2
k+a)(ω2

l +a)
∇2

ξkξl
V a

N,D(ξ)∈Rd×d, k,l=0,1,··· ,N−1.

By Lemma A.2 we have −M2
a IdN ≼Σ≼ M2

a IdN , hence (3.14) directly produces

ΓΦ2( f )⩾
|X|2− M2

a |X||Y|
f

. (3.15)

In conclusion, the functions Φ1( f ), Φ2( f ) and their generalized Γ operators satisfy

Φ1( f )= f log f , Φ2( f )=
|X|2+|Y|2

f
, ΓΦ1( f )=

|Y|2
2 f

, ΓΦ2( f )⩾
|X|2− M2

a |X||Y|
f

,

where the vectors X,Y∈RdN are given in (3.13).

3. Generalized curvature-dimension condition produces ergodicity

Let us summarize the functional inequalities. The log-Sobolev inequality (3.9) implies

λ1EntµN,D( f )⩽
1
2

∫
R2dN

|X+Y|2+|Y|2
f

dµN,D⩽
3
2

∫
R2dN

|X|2+|Y|2
f

dµN,D,
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hence with the expressions of Φ1( f ) and Φ2( f ), we can equivalently write

2λ1

3

(∫
R2dN

Φ1( f )dµN,D−Φ1

(∫
R2dN

f dµN,D

))
⩽

∫
R2dN

Φ2( f )dµN,D. (3.16)

The inequality (3.15) implies

ΓΦ2( f )− 1
2

Φ2( f )⩾
|X|2−2 M2

a |X||Y|−|Y|2

2 f
,

and thus using the expression of ΓΦ1( f ) we have

ΓΦ2( f )− 1
2

Φ2( f )+
(

M2
2

a2 +1
)

ΓΦ1( f )⩾
(|X|− M2

a |Y|)2

2 f
⩾0. (3.17)

Utilizing Theorem C.1 in Appendix C, define the entropy-like quantity by

WµN,D( f )=
(

M2
2

a2 +1
)(∫

R2dN
Φ1( f )dµN,D−Φ1

(∫
R2dN

f dµN,D

))
+
∫

R2dN
Φ2( f )dµN,D.

From the functional inequalities (3.16) and (3.17), we derive the exponential decay

WµN,D(Pt f )⩽exp
(
− t

1+ 3(M2
2/a2+1)
2λ1

)
WµN,D( f )⩽exp(−2λ2t)WµN,D( f ), ∀t⩾0,

which completes the proof.

The convergence rate λ2 does not depend on the number of modes N or the discretiza-
tion size D. Nevertheless, Theorem 3.2 requires the special Assumption (iii), i.e., N⩽D.

3.4 Extension of the standard PIMD

In Theorem 3.2, we have proved the uniform-in-N ergodicity of the underdamped Mat-
subara mode PIMD (3.1) under Assumptions (i)(ii)(iii). In particular, Assumption (iii) is
satisfied when the discretization size D=N or D=∞. In these two cases, the Boltzmann
distribution of the continuous loop is given by

(D=N) : µN,N(ξ)∝exp
{
− 1

2

N−1

∑
k=0

(ω2
k+a)(|ξk|2+|ηk|2)−βN

N−1

∑
j=0

Va
(N−1

∑
k=0

ξkck(jβD)

)}
,

(D=∞) : µN(ξ)∝exp
{
− 1

2

N−1

∑
k=0

(ω2
k+a)(|ξk|2+|ηk|2)−

∫ β

0
Va

(N−1

∑
k=0

ξkck(τ)

)
dτ

}
.

Theorem 3.2 directly shows the Matsubara mode PIMD for sampling πN,N(ξ) and πN(ξ)

has the uniform-in-N convergence rate λ2=
a2

3M2
2+5a2 exp(−4βM1).
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Given the ergodicity results of the Matsubara mode PIMD, we can conveniently ex-
tend the uniform-in-N ergodicity to the standard PIMD. Let N be an odd integer, we
employ the N normal mode coordinates {ξk}N−1

k=0 to represent the N beads of the ring
polymer (see Appendix B). The Boltzmann distribution of the N beads is given in (2.15):

µstd
N,N(ξ,η)∝exp

{
− 1

2

N−1

∑
k=0

(ω2
k,N+a)(|ξk|2+|ηk|2)−βN

N−1

∑
j=0

Va
(N−1

∑
k=0

ξkck(jβN)

)}
,

and the standard PIMD for sampling µstd
N,N(ξ,η) is given by

ξ̇k =ηk,

η̇k =−ξk−
βN

ω2
k,N+a

N−1

∑
j=0

∇Va(xN(jβN))ck(jβN)−ηk+

√
2

ω2
k,N+a

Ḃk,
(3.18)

where we choose the damping rate γ= 1. Similar to the quantity (3.5) in the Matsubara
mode PIMD, we define the entropy-like quantity of f (ξ,η) in R2dN :

Wµstd
N,N

( f ) :=
(

M2
2

a2 +1
)

Entµstd
N,N

( f )+
N−1

∑
k=0

1
ω2

k,N+a

∫
R2dN

|∇ηk f −∇ξk f |2+|∇ηk f |2

f
dµstd

N,N .

Utilizing the same approaches with Theorem 3.2, we can prove the uniform-in-N ergod-
icity of the standard PIMD (3.18).

Theorem 3.3. Let N be an odd integer. Under Assumptions (i)(ii), let (Pt)t⩾0 be the Markov
semigroup of the standard PIMD (3.18), then for any positive smooth function f (ξ,η) in R2dN ,

Wµstd
N,N

(Pt f )⩽exp(−2λ2t)Wµstd
N,N

( f ), ∀t⩾0,

where the convergence rate λ2=
a2

3M2
2+5a2 exp(−4βM1).

From Theorem 3.3, we conclude that the standard PIMD has uniform-in-N ergodicity.

Remark 3.3. The uniform-in-N ergodicity of the standard PIMD (3.18) should also hold
true when N is an even integer, and it requires a slight modification on the normal mode
transform (B.1).

We note that Theorem 3.5 of [36] also provides a result of the dimension-free ergodic-
ity of the PIMD, and the major difference is that [36] studies the preconditioned Hamil-
tonian Monte Carlo (pHMC) rather than the preconditioned Langevin dynamics, which
is a more popular thermostat used in the PIMD [37]. Also, it is required in (3.10) that the
duration parameter in the pHMC needs to be small enough.
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4 Numerical tests

4.1 Setup of parameters and the time average estimator

For several examples of quantum systems, we compute the quantum thermal average
employing the Matsubara mode PIMD (3.1) and the standard PIMD (3.18). For simplicity,
we choose the preconditioning parameter a = 1 and the damping rate γ = 1. Also, the
discretization size D equal to the number of modes N is an odd integer.

In the Matsubara mode PIMD, the quantum thermal average ⟨O(q̂)⟩β is approximated
by th statistical average ⟨O(q̂)⟩β,N,N :

⟨O(q̂)⟩β ≈⟨O(q̂)⟩β,N,N :=
∫

RdN

[
1
N

N−1

∑
j=0

O
(N−1

∑
k=0

ξkck(jβN)

)]
πN,N(ξ)dξ,

where πN,N(ξ) is the Boltzmann distribution of the continuous loop defined in (2.14).
Similarly, in the standard PIMD we have the approximation

⟨O(q̂)⟩β ≈⟨O(q̂)⟩std
β,N,N :=

∫
RdN

[
1
N

N−1

∑
j=0

O
(N−1

∑
k=0

ξkck(jβN)

)]
πstd

N,N(ξ)dξ.

Finally, let ξk(t) and ηk(t) be the solution to the Matsubara mode PIMD (3.1) or the stan-
dard PIMD (3.18), then the quantum thermal average is computed from the time average

A(β,N,T) :=
1
T

∫ T

0

[
1
N

N−1

∑
j=0

O
(N−1

∑
k=0

ξk(t)ck(jβN)

)]
,

where T > 0 is the simulation time. The accuracy of the simulation can thus be charac-
terized by the time average error A(β,N,T)−⟨O(q̂)⟩β, which depends on the number of
modes N and the simulation time T.

For the discretization of the Langevin dynamics, we employ the standard BAOAB
integrator [40], which is widely applied in the molecular dynamics [40, 41].

4.2 1D model potential

Let the potential function V(q) and the observable function O(q) be given by

V(q)=
1
2

q2+qcosq, O(q)=sin
(

π

2
q
)

, q∈R1. (4.1)

The exact value of the quantum thermal average ⟨O(q̂)⟩β is computed from the spectral
method with the Gauss–Hermite quadrature. In the numerical tests, fix the time step
∆t=1/16 and the simulation time T=5×106.



1374 X. Ye and Z. Zhou / Commun. Comput. Phys., 38 (2025), pp. 1355-1388

4.2.1 Convergence of the time average

We plot the time average error in computing the quantum thermal average ⟨O(q̂)⟩β in
Fig. 1. The inverse temperature β=1,2,4,8, and the number of modes N=9,17,33,65,129.
The left and right columns show the result of the Matsubara mode PIMD and the stan-
dard PIMD, respectively.
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Figure 1: Time average error in computing the quantum thermal average for the 1D model potential (4.1).
Left: Matsubara mode PIMD. Right: standard PIMD. Top to bottom: the inverse temperature β=1,2,4,8.

Fig. 1 shows that the standard PIMD has a better accuracy than the Matsubara mode
PIMD in all temperatures, and requires a smaller number of modes N for convergence.

4.2.2 Correlation function of mode coordinates

The correlation function of the mode coordinates {ξk}N−1
k=0 is computed from

Ck(β,N,∆T) :=
⟨ξk(t)ξk(t+∆T)⟩

⟨ξk(t)ξk(t)⟩
, k=0,1,··· ,N−1,

where ⟨ f (t)⟩ := limT→∞ T−1
∫ T

0 f (t)dt denotes the time average of the function f , and ∆t
is the time interval of two instants recording the coordinate ξk. The exponential decay of
Ck(β,N,∆) is an important criterion of the geometric ergodicity.

We compute the correlation functions of the first five mode coordinates {ξk}4
k=0,

where the inverse temperature β=1,2,4,8, and the number of modes N=9,17,33,65,129.
The correlation functions Ck(β,N,∆T) are plotted as the function of ∆T in Fig. 2.
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Figure 2: Correlation functions in the numerical simulation of the 1D potential 4.1. Left: Matsubara mode
PIMD. Right: standard PIMD. Top to bottom: β=1,2,4,8. The centroid mode ξ0 is colored in blue, ξ1,ξ2 are
colored in red, and ξ3,ξ4 are colored in yellow.

The coincidence of the correlation functions for various N shows that both the Mat-
subara mode PIMD and the standard PIMD have uniform-in-N ergodicity. Meanwhile,
the separation of the correlation functions for various k verifies the convergence rates
on the different modes can be divergent, and in low temperatures (i.e., β is large), high
frequency modes tend to have a longer correlation time.
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4.3 3D spherical potential

Consider the 3D spherical potential

V(q)=
1
2
|q|2+ 1√

|q|2+0.22
, |q|=

√
q2

1+q2
2+q2

3,

and we aim to capture the probability distribution of |q|, namely, the Euclidean distance
from the origin in R3. Utilizing the density operator e−βĤ, the distribution of |q| can be
expressed via the density function

ρ(r)=
1
Z

∫
R3

⟨q|e−βĤ |q⟩δ(|q|−r)dq, r⩾0, Z=Tr
[
e−βĤ].

The distribution ρ(r) is able to characterize the radial observable functions. Choose in-
verse temperature β=4, the time step ∆t=1/32, and the simulation time T=5×106. In
Fig. 3, we plot the density of |q| while the number of modes N varies in 3,5,9,17,33.

Figure 3: Probability density of |q| in the simulation of the PIMD. Left: Matsubara mode PIMD. Right:
standard PIMD. The top and bottom graphs use different scales.
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Fig. 3 shows that as the number of modes N increases, the density function shifts from
the classical distribution (black dashed curve) to the quantum limit. Both the Matsubara
mode PIMD and the standard PIMD correctly computes the correct density function ρ(r),
however the standard PIMD has better accuracy than the Matsubara mode PIMD when
the number of modes N is small.

5 Conclusion

We prove the uniform-in-N ergodicity of the Matsubara mode PIMD and the standard
PIMD for a general potential function V(q), i.e., the convergence towards the invariant
distribution does not depend on the number of modes (for the Matsubara mode PIMD)
or the number of beads (for the standard PIMD).
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A Additional proofs for Section 3

Lemma A.1. Suppose Vc(q) is convex in Rd, then for any coordinates ξ={ξk}N−1
k=0 in RdN ,

V c
N,D(ξ)=βD

D−1

∑
j=0

Vc(xN(jβD))

is convex in RdN , where xN(τ)=∑N−1
k=0 ξkck(τ) is the continuous loop with coordinates {ξk}N−1

k=0 .

Proof. The Hessian matrix of Vc
N,D(ξ) is given by

∇2
ξkξl

V c
N,D(ξ)=βD

D−1

∑
j=0

∇2Vc(xN(jβD))ck(jβD)cl(jβD)∈Rd×d, k,l=0,1,··· ,N−1.

To prove that Vc
N,D(ξ) is convex, we only need to show for any constants {qk}N−1

k=0 ,

S(q,q) :=
N−1

∑
k,j=0

qk ·∇2
ξkξl

V c
N,D(ξ)·ql ⩾0.
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By direct calculation, we have

S(q,q)=βD

D−1

∑
j=0

[(N−1

∑
k=0

qkck(jβD)

)
·∇2Vc(xN(jβD))·

(N−1

∑
k=0

qlcl(jβD)

)]
.

Introduce the variables vj =∑N−1
k=0 qkck(jβD) in Rd for j=0,1,··· ,D−1, then we can write

S(q,q)=βD

D−1

∑
j=0

vj ·∇2Vc(xN(jβD))·vj.

Since each ∇2Vc(xN(jβD))∈Rd×d is positive semidefinite, we conclude S(q,q)⩾0.

Lemma A.2. Let the positive integers N,D satisfy N ⩽ D, and the potential Va(q) satisfies
−M2 Id≼∇2Va(q)≼M2 Id in Rd. For any coordinates {ξk}N−1

k=0 , define the potential function

V a
N,D(ξ)=βD

D−1

∑
j=0

Va(xN(jβD)), ξ∈RdN

and the matrix Σ∈RdN by

Σkl =
1√

(ω2
k+a)(ω2

l +a)
∇2

ξkξl
V a

N,D(ξ)∈Rd×d, k,l=0,1,··· ,N−1,

then Σ satisfies −M2
a IdN ≼Σ≼ M2

a IdN .

Proof. By direct calculation, the Hessian matrix of V a
N,D(ξ) is given by

∇2
ξkξl

V a
N,D(ξ)=βD

D−1

∑
j=0

∇2Va(xN(jβD))ck(jβD)cl(jβD)∈Rd×d,

then for any constants {qk}N−1
k=0 in Rd, we have

N−1

∑
k,l=0

qk ·Σkl ·ql =βD

D−1

∑
j=0

(N−1

∑
k=0

qk√
ω2

k+a
ck(jβD)

)
·∇2Va(xN(jβD))·

(N−1

∑
l=0

ql√
ω2

l +a
cl(jβD)

)
.

Next, it is convenient to introduce the variables

vj =
N−1

∑
k=0

qk√
ω2

k+a
ck(jβD)∈Rd, j=0,1,··· ,D−1,

then we obtain the relation
N−1

∑
k,l=0

qk ·Σkl ·ql =βD

D−1

∑
j=0

vj ·∇2Va(xN(jβD))·vj =⇒
∣∣∣∣ N−1

∑
k,l=0

qk ·Σkl ·ql

∣∣∣∣⩽βD M2

D−1

∑
j=0

|vj|2.
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To estimate the summation ∑D−1
j=0 |vj|2, we write

D−1

∑
j=0

|vj|2=
N−1

∑
k,l=0

qk ·ql√
(ω2

k+a)(ω2
l +a)

D−1

∑
j=0

ck(jβD)cl(jβD).

Since the integers k,l⩽D, we have the discrete orthogonal condition

βD

D−1

∑
j=0

ck(jβD)cl(jβD)=

{
0 or 1, if k= j,
0, if k ̸= j.

(A.1)

Note that LHS of (A.1) can be 0 when k= j=D is an even integer. Finally, we obtain

βD

D−1

∑
j=0

|vj|2⩽
1
a

N−1

∑
k=0

|qk|2=⇒
∣∣∣∣ N−1

∑
k,l=0

qk ·Σkl ·ql

∣∣∣∣⩽ 1
a

N−1

∑
k=0

|qk|2. (A.2)

Since (A.2) holds true for any constants {qk}N−1
k=0 in Rd, we have −M2

a IdN≼Σ≼ M2
a IdN .

B Normal mode coordinates in path integral representation

We employ a slightly different approach from [37] to derive the normal mode coordinates.
For simplicity, we assume the number of modes N is an odd integer. Let {ξk}N−1

k=0 the
mode coordinates, and define the continuous loop by

xN(τ)=
N−1

∑
k=0

ξkck(τ), τ∈ [0,β],

where {ck(·)}N−1
k=0 are the Fourier basis functions defined in Section 2.2. Suppose the

discretization size in [0,β] is also N, then the N bead positions of the loop are

xj = xN(jβN)=
N−1

∑
k=0

ξkck(jβN), j=0,1,··· ,N−1. (B.1)

From (A.1), the grid values of ck(·) satisfy the normalization condition

βN

N−1

∑
j=0

ck(jβN)cl(jβN)=δk,l , k,l=0,1,··· ,N−1,

where δk,l is the Kronecker delta. Then we have the equality

N−1

∑
j=0

|xj|2=
N−1

∑
k=0

|ξk|2
N−1

∑
j=0

c2
k(jβN)=

1
βN

N−1

∑
k=0

|ξk|2. (B.2)
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The same procedure can be used to compute the spring potential

N−1

∑
j=0

|xj−xj+1|2=
N−1

∑
j=0

xj ·(2xj−xj−1−xj+1)=4
N−1

∑
k=0

sin2
(⌈ k

2⌉π

N

)
|ξk|2.

By defining the normal mode frequencies

ωk,N =
2

βN
sin

(⌈ k
2⌉π

N

)
, k=0,1,··· ,N−1,

we can conveniently write the spring potential as

1
β2

N

N−1

∑
j=0

|xj−xj+1|2=
N−1

∑
k=0

ω2
k,N |ξk|2. (B.3)

Recall that in the standard PIMD with N beads, the energy of the ring polymer is

E std(x)=
1

2β2
N

N−1

∑
j=0

|xj−xj+1|2+βN

N−1

∑
j=0

V(xj),

then we employ the equalities (B.2) and (B.3) to rewrite E std(x) as

E std(x)=
1

2β2
N

N−1

∑
j=0

|xj−xj+1|2+
aβN

2

N−1

∑
j=0

|xj|2+βN

N−1

∑
j=0

Va(xj)

=
1
2

N−1

∑
j=0

(ω2
k,N+a)|ξk|2+βN

N−1

∑
j=0

Va
(N−1

∑
k=0

ξkck(jβN)

)
.

Therefore, the classical Boltzmann distribution in the standard PIMD is given by

exp
{
− 1

2

N−1

∑
k=0

(ω2
k,N+a)|ξk|2−βN

N−1

∑
j=0

Va
(N−1

∑
k=0

ξkck(jβN)

)}
.

C Generalized Γ calculus

We review the generalized Γ calculus developed in [32, 33], which deals with the ergod-
icity of the Markov processes with degenerate diffusions, for example, the underdamped
Langevin dynamics. The generalized Γ calculus is based on the Bakry–Émery theory [31].

Let {Xt}t⩾0 be a reversible Markov process in Rd, and (Pt)t⩾0 be the Markov semi-
group. Let L be the infinitesimal generator of {Xt}t⩾0, and π be the invariant distribution.
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Then L is self-adjoint in L2(π). In the classical Bakry–Émery theory, the carré du champ
operator Γ1( f ,g) and the iterated operator Γ2( f ,g) are defined by

Γ1( f ,g)=
1
2
(L( f g)−gL f − f Lg),

Γ2( f ,g)=
1
2
(LΓ1( f ,g)−Γ1( f ,Lg)−Γ1(g,L f )).

The curvature-dimension condition CD(ρ,∞) is known as the function inequality

Γ2( f , f )⩾ρΓ1( f , f ), for any smooth function f .

For a given positive smooth function f in Rd, define the relative entropy of f with respect
to the invariant distribution π by

Entπ( f )=
∫

Rd
f log f dπ−

∫
Rd

f dπ log
∫

Rd
f dπ.

If ρ>0, then CD(ρ,∞) implies the log-Sobolev inequality (see Equation (5.7.1) of [31])

Entπ( f )⩽
1

2ρ

∫
Rd

Γ1( f , f )
f

dπ, for any positive smooth function f , (C.1)

and thus the exponential decay of the relative entropy (see Theorem 5.2.1 of [31])

Entπ(Pt f )⩽ e−2ρt Entπ( f ), ∀t⩾0. (C.2)

Inspired from the operators Γ1 and Γ2, we define the generalized Γ operator as follows.

Definition C.1. Suppose f is a smooth function, and Φ( f ) is a function of f and ∇ f . For
a stochastic process {Xt}t⩾0 with generator L, define the generalized Γ operator by

ΓΦ( f )=
1
2
(LΦ( f )−dΦ( f )·L f ),

where dΦ( f )·g for two smooth functions f ,g are given by

dΦ( f )·g= lim
s→0

Φ( f +sg)−Φ( f )
s

.

The expression of ΓΦ( f ) can be obtained via the following result (Lemma 5 of [33]).

Lemma C.1. Suppose C1,C2 are two linear operators and Φ( f )=C1 f ·C2 f , then

ΓΦ( f )=Γ1(C1 f ,C2 f )+
1
2

C1 f ·[L,C2] f +
1
2
[L,C1] f ·C2 f ,

where Γ1(·,·) is the classical carré du champ operator.
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In the following we assume the stochastic process {Xt}t⩾0 in Rd is solved by

dXt =b(Xt)dt+σdBt, t⩾0,

where b : Rd → Rd is the drift force, σ ∈ Rd×m is a constant matrix, and {Bt}t⩾0 is the
standard Brownian motion in Rm. Then the generator of {Xt}t⩾0 is given by

L f (x)=b(x)· f (x)+∇·(D∇ f ), (C.3)

where D = 1
2 σσT ∈ Rd×d is the constant diffusion matrix. For the generator L given in

(C.3), we calculate the Γ operator ΓΦ( f ) with some classical choices of Φ.

Example C.1. If Φ( f )= | f |2, then we can take C1=C2=1 in Lemma C.1 and obtain

ΓΦ( f )=Γ1( f , f )=
1
2
[
∇(D∇( f 2))−2 f∇(D∇ f )

]
=(∇ f )TD∇ f .

In particular, since D∈Rd×d is positive semidefinite, we always have Γ1( f )⩾0.

Example C.2. If Φ( f )= f log f , then by direct calculation we have

ΓΦ( f )=
1
2

[
∇·

(
D(log f +1)∇ f

)
−(log f +1)L f

]
=

(∇ f )TD∇ f
2 f

.

Example C.3. If Φ( f )= |C f |2/ f for some linear operator C, then

ΓΦ( f )⩾
C f ·[L,C f ]

f
. (C.4)

The proof below is given in Lemma 7 of [33].

Proof. It is easy to verify for any smooth functions f ,g, there holds

L( f g)= gL f + f Lg+2Γ1( f ,g).

By replacing f →|C f |2 and g→1/ f , we have

L
(
|C f |2

f

)
=

1
f

L(|C f |2)+|C f |2L
(

1
f

)
+2Γ1

(
|C f |2,

1
f

)
=

1
f

L(|C f |2)+|C f |2
(
− L f

f 2 +
2
f 3 Γ1( f , f )

)
+

4C f ·Γ1(C f , f )
f 2 . (C.5)

Note that

d
(
|C f |2

f

)
·|C f |2= d(|C f |2)·L f

f 2 −|C f |2 L f
f 2 . (C.6)
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Hence from (C.5)-(C.6) and the definition of the generalized Γ operator in (C.1), we have

ΓΦ( f )⩾
Γ|C·|2( f )

f
+

1
f 3 |C f |2Γ1( f , f )+

2C f ·Γ1(C f , f )
f 2 , (C.7)

where Γ|C·|2 is the generalized Γ operator induced by the function |C f |2. Since the matrix
D∈Rd×d is positive semidefinite, we have the Cauchy-Swarchz inequality

|Γ1( f ,C f )|2⩽Γ1( f , f )Γ1(C f ,C f ), for any smooth function f . (C.8)

From (C.7) and (C.8) we obtain

ΓΦ( f )⩾
Γ1(C f ,C f )+C f ·[L,C] f

f
+
|C f |2Γ1( f , f )

f 3

−2

√
|C f |2Γ1( f , f )

f 3

√
Γ1(C f ,C f )

f
⩾

C f ·[L,C] f
f

.

Hence we obtain the desired result.

Now we establish the curvature-dimension conditions for the generalized Γ opera-
tors. The following result relates the time derivative of Φ( f ) with ΓΦ( f ).

Lemma C.2. Given the constant t>0, for any s∈ [0,t], we have the equality

d
ds

[
PsΦ(Pt−s f )(x)

]
=2PsΓΦ(Pt−s f )(x).

As a consequence, for any t⩾0,

d
dt

∫
Rd

Φ(Pt f )dπ=−2
∫

Rd
ΓΦ(Pt f )dπ.

Proof. Using the chain rule, we have

d
ds

[
PsΦ(Pt−s f )

]
=LPsΦ(Pt−s f )+Ps

d
ds

[
Φ(Pt−s f )

]
=LPsΦ(Pt−s f )+Ps lim

r→0

Φ(Pt−s−r f )−Φ(Pt−s f )
r

=LPsΦ(Pt−s f )−PsdΦ(Pt−s f )·LPt−s f

=Ps
(

LΦt−s f −dΦ(Pt−s f )·LPt−s f
)

=2PsΓΦ(Pt−s f ).

Integrating the equality over the distribution π, we obtain

d
ds

∫
Rd

PsΦ(Pt−s f )dπ=2
∫

Rd
ΓΦ(Pt−s f )dπ. (C.9)
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Since π is the invariant distribution, replacing t−s by s in (C.9), we obtain

d
ds

∫
Rd

Φ(Pt f )dπ=−2
∫

Rd
ΓΦ(Pt f )dπ,

which completes the proof.

By choosing Φ( f )= f log f , Lemma C.2 implies

d
dt

Entπ(Pt f )=
d
dt

∫
Rd

Φ(Pt f )dt=−
∫

Rd

(∇ f )TD∇ f
f

dπ=−
∫

Rd

Γ1( f , f )
f

dπ. (C.10)

If we have the log-Sobolev inequality (C.1), from (C.10) we have

d
dt

Entπ(Pt f )⩽−2ρEntπ( f ),

which implies Entπ(Pt f )⩽ e−2ρt Entπ( f ), and we recover the result in (C.2).
Now we state the main theorem, which provides the generalized curvature-

dimension condition for degenerate diffusion processes.

Theorem C.1. Let {Xt}t⩾0 be an ergodic stochastic process with the invariant distribution π. If
for two functions Φ1( f ) and Φ2( f ), there hold the functional inequalities

0⩽
∫

Rd
Φ1( f )dπ−Φ1

(∫
Rd

f dπ

)
⩽ c

∫
Rd

Φ2( f )dπ, (C.11)

ΓΦ2( f )⩾ρΦ2( f )−mΓΦ1( f ), (C.12)

for some constants c,ρ,m>0, then by defining the entropy-like quantity

Wπ( f )=m
(∫

Rd
Φ1( f )dπ−Φ1

(∫
Rd

f dπ

))
+
∫

Rd
Φ2( f )dπ,

we have the exponential decay

Wπ(Pt f )⩽exp
(
− 2ρt

1+mc

)
Wπ( f ), ∀t⩾0.

The proof below is given in Lemma 3 of [33].

Proof. Using Lemma C.2 and (C.12), we have

d
dt

Wπ(Pt f )=
d
dt

[
m
∫

Rd
Φ1(Pt f )dπ+

∫
Rd

Φ2(Pt f )dπ

]
=−2

∫
Rd

(
mΓΦ1+ΓΦ2

)
(Pt f )dπ⩽−2ρ

∫
Rd

Φ2(Pt f )dπ. (C.13)
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Using (C.11) and the definition of W( f ), we have

Wπ( f )=m
(∫

Rd
Φ1( f )dπ−Φ1

(∫
Rd

f dπ

))
+
∫

Rd
Φ2( f )dπ⩽ (1+mc)

∫
Rd

Φ2( f )dπ.

Hence (C.13) implies

d
dt

Wπ(Pt f )⩽− 2ρ

1+mc
Wπ(Pt f ), ∀t⩾0,

yielding the desired result.
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[33] Pierre Monmarché. Generalized Γ calculus and application to interacting particles on a
graph. Potential Analysis, 50(3):439–466, 2019.

[34] James Glimm and Arthur Jaffe. Quantum Physics: A Functional Integral Point of View.
Springer Science & Business Media, 2012.

[35] Xuda Ye and Zhennan Zhou. Efficient sampling of thermal averages of interacting quantum
particle systems with random batches. The Journal of Chemical Physics, 154(20), 2021.



1388 X. Ye and Z. Zhou / Commun. Comput. Phys., 38 (2025), pp. 1355-1388

[36] Nawaf Bou-Rabee and Andreas Eberle. Two-scale coupling for preconditioned Hamiltonian
Monte Carlo in infinite dimensions. Stochastics and Partial Differential Equations: Analysis and
Computations, 9:207–242, 2021.

[37] Jian Liu, Dezhang Li, and Xinzijian Liu. A simple and accurate algorithm for path inte-
gral molecular dynamics with the Langevin thermostat. The Journal of Chemical Physics,
145(2):024103, 2016.

[38] Yu Cao, Jianfeng Lu, and Lihan Wang. On explicit L2-convergence rate estimate for under-
damped Langevin dynamics. arXiv preprint arXiv:1908.04746, 2019.

[39] Cédric Villani. Hypocoercivity. Number 949-951. American Mathematical Soc., 2009.
[40] Ben Leimkuhler and Charles Matthews. Molecular dynamics. Interdisciplinary Applied Math-

ematics, 39:443, 2015.
[41] Marco Lauricella, Letizia Chiodo, Fabio Bonaccorso, Mihir Durve, Andrea Montessori, Adri-

ano Tiribocchi, Alessandro Loppini, Simonetta Filippi, and Sauro Succi. Multiscale Hy-
brid Modeling of Proteins in Solvent: SARS-CoV2 Spike Protein as test case for Lattice
Boltzmann–All Atom Molecular Dynamics Coupling. arXiv preprint arXiv:2305.05025, 2023.


